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Abstract—We employ output-discrepancy consensus to mit-
igate faulty modules of a Triple Modular Redundant (TMR)
arrangement using dynamic partial reconfiguration. Tradition-
ally, the fault-handling resilience of a TMR arrangement is
limited to fault(s) in a single TMR instance over the entire
mission duration. An additional permanent fault in any of two
other TMR instances results in mission’s failure. However, in
this work, a novel Self-Configuring approach for Discrepancy
Resolution (SCDR) is developed and assessed. In SCDR, the
occurrence of faults in more than one module initiates the
repair mechanism, then upon fault recovery, the system is
configured into Concurrent Error Detection (CED) mode. The
approach is validated by the complete recovery of a TMR
realization of 25 stage Finite Impulse Response (FIR) filter
implemented on a reconfigurable platform as a case study.
The results show that a self-healing circuit can be realized
exploiting the dynamic partial reconfiguration capability of
FPGAs while requiring a streamlined operational datapath
compared to TMR.

Keywords-Evolvable hardware and dynamic reconfiguration.
Reconfiguration techniques to improve fault tolerance.

I. INTRODUCTION

Field Programmable Gate Arrays (FPGAs) are a suitable
candidate for exploring fault tolerant techniques employing
reconfigurable platforms [1],[2],[3],[4]. During runtime, the
system can be reconfigured to avoid faulty resources. The
dynamic reconfiguration capability of FPGAs is useful for
building autonomous fault handling systems [2]. Fault tol-
erance of electronic circuits is an area of growing interest
especially for mission-critical applications and generally
for nanoscale devices. The reduced feature size of the
future nanoscale chips will increase their vulnerability to
transient as well as permanent faults. Besides manufacturing
faults, the circuits are expected to face runtime faults on
nanoscale [5]. Permanent faults especially due to aging
effects [6] in sub-90nm technology are important to mitigate
for mission sustainability.

Evolutionary techniques have been proposed in literature
for achieving fault tolerance in FPGAs. The logic resources
or interconnects are somehow represented by individuals of
a population to be evolved. The genetic operators are per-
formed to either repair the circuit or to create a robust circuit
at design-time. These techniques require the knowledge of
input-output values to evaluate the fitness criteria. However,
for large circuits having many possible input-output values,
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the evaluation of every possible combination of input-output
becomes an infeasible option. We employ a fitness criterion
in which an absolute knowledge of the correctness of output
values is not required.

Redundancy-based techniques are popular among fault
tolerant community due to their fault detection, masking and
isolation capability. An example is a TMR arrangement in
which three replicated instances of a system concurrently
operate to provide the system output via a majority voter.
Even if one module becomes faulty, two healthy modules
are able to provide throughput as long as no discrepancy
is observed in their output. Yet, an additional fault in one
of these two healthy modules can result in a mission’s
failure, or equivalently a discrepancy in the output of an
operational pair (or CED pair) flags one of these two
instances as faulty [1]. The observable faults are those which
manifest their behavior during an evaluation period. The
effect of evaluation period on fault detection in CED pair
was examined in [7].

Under these conditions, we present a repair scheme for
permanent faults in which the discrepancy between the
output of a CED pair initiates the genetic recovery process.
Upon fault detection in two instances of a TMR arrange-
ment, the system is recovered through reconfiguration by
repairing two instances. The followings are the advantages
of the proposed repair mechanism:

o A self-healing TMR system is proposed with improved
fault capacity. Initially, there are three instances of a
module in operation, then in event of faults in two
modules, the repair is performed to switch the system
into duplex mode. Thus, in effect, the fault capacity of
a TMR is improved.

The fitness evaluation is performed using the actual
inputs of the system, avoiding any test vectors. Thus,
an optimal solution is sought in the relevant input
subspace.

The fault handling process does not require an explicit
fault isolation phase. The faulty modules are conse-
quently avoided by the evolutionary recovery process.
Fault handling of sequential circuits is demonstrated. A
considerable throughput is maintained during the fault
TECOVery process.
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II. RELATED WORK

Hardware autonomy is desirable in space systems because
manual intervention may be an infeasible option. Steiner et.
al [8] proposed an autonomous system in which hardware
computational resources are managed at runtime. Their
demonstrated system can dynamically parse and synthesize
digital circuit netlists, place-and-route on FPGA at a very
fine granularity. It relies on a customized implementation
tool. Our method operates at a coarse granularity of block-
level in the circuit corresponding to pipelined stages of
hardware core. The autonomous operation can be realized
using dynamic reconfiguration capability, an on-chip micro-
processor and the internal access port for reconfiguration.
An autonomous operation of hardware is also desirable for
other applications involving certain objectives such as power
optimization. Mansouri et. al [9] used consensus information
with the objective of optimizing power in a decentralized
processors network.

Resource testing techniques for fault isolation of FPGA
resources have been proposed in literature in the form of
either offline testing or online testing [10]. In an offline
Built-In Self Testing (BIST) method, all the active resources
are released from their active functionality and a testing
sequence is conducted to verify the correctness of these
resources. On the other hand, Online Testing schemes may
employ the dynamic reconfiguration capability of FPGA and
tests can be performed during runtime. In Gericota et. al’s
approach [11], the active logic resources are concurrently
replicated to support a runtime testing procedure. Dutt et. al
[12] extended the BIST method to offline as well as online
testing modes. The exhaustive evaluation of all the resources
through test vectors may be a long process. Our scheme can
be conceptualized as resource testing through actual inputs
of the circuit.

Redundancy techniques for fault tolerance use redundant
modules. The technique is widely used in mission-critical
applications for fault detection as well as fault masking. As
mentioned previously, TMR [13], [14] configuration involves
three replicas of the design which are running at a time and
the outputs are compared by a voting element. The majority
voted output is passed through and becomes the actual output
of the system. As the redundancy-based methods do not
require exhaustive set of inputs, we have used it in our
framework for fault detection. However, unlike the static
modules of a conventional TMR setup, the instances in the
SCDR scheme are dynamic in nature as the modules are
allocated in active throughput datapath at runtime.

Dynamic partial reconfiguration capability of FPGAs
has been explored for useful tasks by various re-
searchers [15], [16], [17]. Fault recovery methods of FPGA-
based designs usually exploit the reconfigurable nature of
the device. After completion of the fault isolation phase,
the faulty resources are avoided by reconfiguring the chip
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so that the design is relocated to a fault-free area. On the
other hand, evolutionary techniques [3] such as Genetic
Algorithms (GAs) have been employed to generate circuits
at design-time which are robust to faults [3]. In the current
work, the circuit is evolved at runtime to reach the desired
level of functionality.

Hardware architectures for adaptive signal processing
have been presented in literature. Estrada et. al [18] utilized
reconfiguration capability of FPGA to adapt an FIR filter to
the changing environment. The SCDR approach described
here presents a fault- tolerant architecture of the filter.
However, it may be noted, that the filter realization is only
a case study. This paper validates the SCDR scheme on a
pipelined sequential circuit.

III. THE SCDR APPROACH

The TMR realization of a sequential circuit is illustrated
in Fig. 1(a). A Circuit Under Test (CUT) is replicated 3
times resulting into Instance;, Instances and Instances
of the CUT. The majority voter computes the system’s main
output by enabling the majority output value. Faults are thus
masked in the output if a single instance is affected.

To improve the reliability, in the presence of multiple
faults which may occur during long mission durations,
adaptation of the datapaths can be applied. For this purpose,
switches are inserted between various pipeline stages of
the circuit to steer the datapath. Combinational circuits can
also be partitioned into blocks. The configuration of these
switches determine which module is selected as an active
element of each instance. The SCDR concept is to avoid the
faulty blocks and utilize the healthy blocks in the processing
datapath.

In Fig. 1(a), the shaded blocks represent faulty stages.
A Module Switch (MS) element, which can be realized
as a multiplexer or a custom-routing circuit, is connected
between every pipeline stage of a digital sequential circuit
(or a block more generally) to steer the output of a block
to one of three blocks in the following stage. A Router Box
(RB) is a realization of the three M.S elements, one for
each instance of a TMR pathway. It supports six possible
input-output pairnings (i.e. 3!=6 ) as shown in Fig. 1(b).
It can be implemented in hardware by either routing wires
through partial reconfiguration or using multiplexers. The
former has the advantage that no delay is introduced by the
multiplexers in the datapath. However, it comes at the cost
of reconfiguration latency during the fault recovery process.
On the other hand, fault recovery time can be improved by
introducing dedicated multiplexers at design time, but this
introduces a drawback that the MS elements remain in the
active throughput path at all times.

A. Encoding Representation of the TMR Pathways

In the presented SCDR scheme, an evolutionary fault
recovery process is used to explore the search space of



(a) The TMR realization of a sequential circuit

Figure 1.

RB settings to obtain a more suitable TMR realization.
An individual of the population represents one possible
configuration of the TMR system. The number of variables
in a GA individual is equal to the number of pipeline
stages or number of blocks n in an instance of the TMR
arrangement. Therefore, the length of a chromosome is
n. Each variable can assume one of 6 possible values
while each value corresponds to a unique configuration
of the RB. The GA representation of the routing between
each stage is exemplified in Fig. 2 where a chromosome’s
values correspond to different configurations of the RB. The
representation of the GA problem is such that it exploits
the dynamic partial reconfiguration capability of FPGA. The
faulty blocks of a duplex can be swapped with healthy blocks
of the third instance of TMR arrangement during runtime.
In the following, the scheme is presented in the context
of a standard GA [19] to facilitate conventional analysis.

B. Fitness Function

Given many possible configurations of the system, it is
difficult to ascertain which is superior in terms of desired
functionality of the system. Many previous approaches store
the input-output test vectors or truth-tables of the circuit.
The SCDR avoids this approach because of two drawbacks:
1) the storage requirement would be prohibitive for large
circuits 2). The application of test vectors may require the
system taking offline. Therefore, we employ a previously
developed Competitive Runtime Reconfiguration (CRR) ap-
proach [1] in which individuals are selected based upon
their behavior consistency with the consensus of the other
population members.

A Discrepancy Value (DV) is defined as the Euclidean
distance between the outputs of two instances of a TMR in
a given evaluation window. The objective is to minimize the
DV between Instance; and Instances.

|[Y1 — Ya|

DV =
VE

)]

where
Y1 = Output of the Instance;
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(b) A Router Box

Circuit realization to employ the SCDR recovery mechanism

Y> = Output of the Instances
FE = Evaluation Window

which is used to access the fitness of competing TMR
pathways.

C. Fitness Evaluation

For the purpose of evaluation, each individual of the
population is instantiated on the chip and its fitness is
updated after a temporal sliding window of input samples. In
the SCDR approach, the individuals are evaluated subjected
to the actual inputs of the system rather than synthetic test
vectors. The input is applied to the TMR arrangement and
the output of the individual instances is observed during
the evaluation window period, F. Upon the completion of
the evaluation window, a new configuration of the TMR
is introduced into operation. Once all the individuals have
been evaluated, a generation of the GA is complete. Thus,
fitness scores of the individuals which is based upon their
agreement/disagreement history, becomes available at the
end of a generation. The SCDR proceeds next to select
which configurations should be retained for subsequent
operations.

D. Fitness Selection

Fitness Selection is the strategy of choosing individuals
from the population to be parents which produce offspring
that realize new arrangements. The fitness selection strategy
in this paper is based on the rank selection [20]. The fitness
score of the individuals is converted into the respective rank,
then the probability of an individual being selected as a
parent is inversely proportional to the square root of its rank.
Recall that we want to minimize the fitness score which is
the DV. Thus, the use of a rank selection strategy makes
it more probable that the configurations having small DV
would survive to produce new configurations in the next
generation.

E. Genetic Operators

A crossover operator interchanges the segments of chro-
mosomes between two parents to produce offspring. A
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The evolutionary recovery process in the context of a standard

crossover rate specifies how many individuals go through
the crossover operation in one population generation. The
mutation operator relocates the chromosome parts within an
individual to diversify the population.

In summary, the evolutionary process for the recovery
mechanism is shown in Fig. 3. The exit criteria of the
algorithm is the realizing of at least one configuration
able supporting duplex mode with a full consensus, i.e.,
discrepancy-free outputs. The implication is that these con-
figurations are those precisely which avoid known faulty
resources as we discuss in the next section.

IV. EXPERIMENT DESIGN

A 25 stage FIR filter is implemented in Verilog HDL
using the Xilinx ISE 9.2i development tool. An ML410
development board is used which contains Virtex-4 FPGA
chip, Compact Flash interface, DDRAM, and UART. For
experimental purpose, the GA was simulated on a desktop
PC rather than using the PowerPC on-chip processor at
this time. Although the PowerPC is a hardware overhead
of the GA-based SCDR recovery process, yet it is not on
the critical throughput path. Thus, the use of PowerPC for
just recovery purpose is likely to be amenable to most
applications. The logic resources utilized by one instance of
the TMR arrangement are 2810 number of LUTs and 500
FFs excluding those needed by the bus macros which are

“/\
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needed for partial reconfiguration flow in Xilinx ISE 9.2i.

Then, the circuit is replicated three times to realize a
TMR system. The effect of random Stuck-At (SA) faults for
injection into different stages of the FIR filter was realized
by modifying the LUT contents in the post place-and-route
simulation model. This simulates faults in different pipeline
stages of a sequential circuit. An instance of the experiment
is shown in Fig. 4, where faults are injected in the three
stages of the Instance; and 5 stages of the Instances.
The experiment objective is to achieve fault recovery of two
instances constructing a CED pair.

V. SIMULATION RESULTS
A. Intrinsic Hardware Evaluation using SCDR

The fitness history of the recovery process is shown
in Fig. 5. These plots depict the average behavior and
best behavior of the arrangements in each generation. Even
with use of this realistic case study consisting of 25 stage
FIR filter utilizing 2810 LUTs and with 8 faulty stages
simultaneously present, the GA is able to converge to a
minimum score within 70 generations. Here, the population
size used was 50, the crossover rate was 0.8, and the size
of the evaluation window was 100 input samples.
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Figure 6. A repaired instance in the new configuration

The zero value fitness score of an individual corresponds
to a TMR configuration in which two instances completely
agree in terms of their output. A repaired instance after the
genetic recovery process is shown in Fig. 6 where arrows
depict the selected data pathway. It can be observed that this
instance avoids any faulty resource, although any knowledge
of faulty behavior of the resources was made unavailable.
This demonstrates that consensus-based fitness evaluated
over a sufficient window can provide a good approximation
of the actual fitness of the system thus identifying faulty
modules.

The amplitude spectrum of the input signal contains two
periodic sine waves of frequency 50 Hz and 100 Hz. The
cut-off frequency of the low-pass FIR filter is set to 75Hz.
The spectrum of the output signal from the filter is shown
in Fig. 7. After fault injection, the output spectrum is also
given in Fig. 7 which is different than what is desired for the
filter functionality. In addition, Fig. 7 depicts the output of
the preferred recovered TMR arrangement after completing
the SCDR fault recovery process. To quantify the recovery
quality, the Signal-to-Noise Ratio (SNR) is defined by the
ratio of signal power, P, to the noise power, P,. In this case,
the SNR is computed by:

P,
SNR =10 % loglo? 2)

The difference signal is defined by:
e(t) = z(t) —y(t)
where

z(t) = Input signal to the filter
y(t) = Output signal from the filter

It is evident from Fig. 7 that the SNR measure of the sig-
nal after fault recovery process of the system is identical to
the original fault-free system. Thus, the desired functionality
of the FIR filter is retained.

B. Faults-Aware Simulation Paradigm

To further evaluate the SCDR scheme, a simulation was
performed in which the absolute fitness was assessed in the
presence of knowledge about the faulty modules locations.
The objective cost to be minimized is the utilization of a
minimum number of faulty blocks on data pathway , and is
defined by:

3 n

cost = Z Z Stage;(Instance;).F'S

i=1 j=1

3
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where

n = Number of pipeline stages in the circuit
Stage;(.).F'S fitness state € {0,1}
In the above set, ’0’ corresponds to Healthy condition, and
"1’ corresponds to Faulty condition of a module.

Fig. 8 shows that although average behavior of the popu-
lation for various generations is same in both the SCDR and
the faults-aware simulation cases (i.e., Fig. 5 and Fig. 8), the
best individual is found in smaller number of generations in
the later case. It is due to the fact that the knowledge about
faulty nature of the modules is made available to the fitness
function and the GA readily evolves towards the objective
of minimum number of faulty resources utilization. This
case, however, utilizes ideal information which may not be
available during fielded missions.

C. Performance Bound Comparison to Exhaustive Search

Finally, we compare with a case when all the possible con-
figurations are evaluated exhaustively instead of employing
a GA. As there are 3 instances, each with n variables, the
total number of configurations combinations to be evaluated

would be N = n®.



For n=25 stage circuit, the upper bound on the required
number of evaluations Ng becomes 15,625 which is much
larger than the number of evaluations taken by the GA
to reach the solution. As shown in Fig. 5, the population
size of 50 is able to bring the correct configuration in 66
generations, thereby necessitating only 3,300 evaluations
indicating effective recovery for the 25 stage FIR design.
Future work will be to assess and improve recovery time
which may be significant for mission-critical and safety-
critical circuits. In addition, the focus will be to conduct
generic analysis in presence of variable number of pipeline
stages and granularity of fault handling.

VI. CONCLUSION

The SCDR adaptive fault-handling scheme is proposed for
reconfigurable fabric based systems. It avoids resource test-
ing through test vectors and utilizes discrepancy information
during normal throughput computation. The fault coverage
includes the utilized logic resources. The improved SNR
as a result of the recovery scheme compared to that of a
faulty system demonstrates the effectiveness of the approach.
We evaluated the scheme using a typical application that
is decomposable into distinct pipelined stages. Although,
the case study is a very regular circuit, there is no loss of
generality as long as the circuit can be fitted into various
PRR stages. A future extension can be the development of a
fault-tolerant pipelined microprocessor core using the SCDR
scheme.
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