
INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films 
the text directly from the original or copy submitted. Thus, some thesis and 
dissertation copies are in typewriter face, while others may be from any type of 
computer printer.

The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality illustrations 
and photographs, print bleedthrough, substandard margins, and improper 
alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete manuscript 
and there are missing pages, these will be noted. Also, if unauthorized 
copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and continuing 
from left to right in equal sections with small overlaps.

Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9” black and vtfiite 
photographic prints are available for any photographs or illustrations appearing 
in this copy for an additional charge. Contact UMI directly to order.

Bell & Howell Information and Learning 
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA

800-521-0600

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



LOCALIZED A D A P T IV E  N E TW O R K S  
F O R  H Y B R ID  

SYM BOLIC A N D  SU B SY M B O L IC  PR O C ESSIN G

by
YOUSUF C. H. MA

B.S., King A bdul Aziz University, 1987 
M.S., University of Central Florida, 1991

A dissertation subm itted in partia l fulfillment of the requirements 
for the degree of Doctor o f Philosophy 

in the School of Electrical Engineering and Com puter Science 
in the College of Engineering and C om puter Science 

a t the University of C entral F lorida 
Orlando, F lorida

Sum m er Term 
2000

M ajor Professor: Ronald F. DeM ara

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



UMI Number 9977820

Copyright 2000 by 
Ma, Yousuf Chenghung

All rights reserved.

UMI
UMI Microform9977820 

Copyright 2000 by Bell & Howell Information and Learning Company. 
All rights reserved. This microform edition is protected against 

unauthorized copying under Title 17, United States Code.

Bell & Howell Information and Learning Company 
300 North Zeeb Road 

P.O. Box 1346 
Ann Arbor, Ml 48106-1346

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A B ST R A C T

The Localized Self-Contained Adaptive Networks (LSCAN) representation 

strategy  is developed to integrate advantages of symbolic and subsymbolic approaches 

while supporting scalable distributed processing techniques. Although symbolic pro­

cessing system s have been successfully im plem ented for several decades, the problems 

of ambiguity, b rittle  decision-making, and low availability parallelism have encouraged 

development of various subsymbolic approaches. However, subsymbolic representa­

tions lack variable binding capabilities and make symbolic composition and decom­

position difficult. To address these deficiencies, a  localized decision-making approach 

is designed and evaluated which integrates beneficial features from both paradigms. 

In LSCAN, the fundamental structures of entity  nodes, AND evaluators, OR evalu­

ators. and lateral links are used to allow more direct incorporation of cognitive rules 

while retaining the learning capabilities inherent in subsymbolic approaches. First, 

processing nodes are defined for constant, variable, functional, and decision assertive 

entities. Next, reasoning mechanisms are developed using scaled and shifted sigmoid 

evaluation functions to generate excitatory, inhibitory, and synchronization interac­

tions am ong processing nodes. The evaluation functions can be readily adapted and 

tuned using supervised or unsupervised learning. It is shown that these structures 

are capable of performing classification and filter sw itching tasks by means of several
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examples. The structures are then cascaded using weighted links to propagate belief 

factors defined by thresholding expressions derived through the training process.

LSCAN was applied extensively to two case studies to evaluate its performance 

relative to  previous approaches using a network m anager implemented in the C + +  

language. In the first case study, LSCAN is employed to classify hand-w ritten digits 

provided in the NIST benchmark image database. Both pattern-based and rule- 

guided classification methods are developed and compared to previous approaches. 

The num ber of classes required to achieve desired levels of recognition accuracy is 

evaluated for numerous param eters of feature orientation, feature strength, pattern 

threshold, and bias values when using methods such as Gaussian feature extraction. 

In the second case study, LSCAN is used to implement routing protocols capable 

of handling dynamic network configurations in the context of the Border Gateway 

Protocol 4.0 (BGP4) methodology. It is shown tha t localized decision-making in 

LSCAN can provide a flexible, distributed processing approach to the integration of 

rule-guided techniques with self-adaptive representations.
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C H A P T E R  1

IN T R O D U C T IO N

It is widely recognized th a t symbolic processing more directly em ulates high- 

level human cognitive processes. Inputs to  symbolic processing system s are typically 

representations in the form of comprehensible character strings. Hence, real world 

information a t cognitive levels is more readily represented and handled. O n the o ther 

hand, connectionist, or subsymbolic processing, replaces fixed symbols w ith dynamic 

of numerical values, and processes those numerical patterns among con nected simple 

processing nodes. Each node constructs an ou tpu t based on some contribution  of 

its to tal input strengths. Connections between nodes are associated w ith  numerical 

weights which can be adjusted through a system atic learning algorithm . Connec- 

tionist models provide advantages of learning, handling incomplete inform ation, and 

parallel processing. However, inputs to subsymbolic processing systems consist of nu­

merical d a ta  which are low-level representations not directly discernible nor related 

to human reasoning processes.

Symbolic and subsym bolic paradigm s are distinguished by th ree  m ajor char­

acteristics [7]: (1) the type of representation, (2) the style of com positio n, and (3) the 

paradigm ’s functional characteristics. During processing, the forms o f  the symbols 

themselves are never changed so tha t symbolic paradigm s work equally well by replac­

ing symbols w ith variables. Those variables bind to  actual symbols a t run-tim e. In

1
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contrast, a subsymbolic paradigm  encodes knowledge using numerical patterns which 

are d istributed over a  collection of processing units. Therefore, an  en tity  in the sub­

symbolic representation m ight be a  pattern  of continuous values. For example, the 

concept of car might be expressed subsvmbolically as (-1.525 +0.831 +0.928 -1.192). 

These values may vary as necessary during processing time, although the new p a t­

tern will still behave closely to the original pattern . This feature provides tolerance 

of variations of a specific symbol. Thus, the am biguity of a symbol is resolved or 

well-tolerated. Connections between sub-symbols can be numerically-weighted links 

which are subject to adaptation . Therefore, subsymbolic paradigms possess learn­

ing capabilities. These fundam ental representation differences influence directly the 

functional characteristics and com positional styles of each paradigm.

One of the m ain criticisms to  against the subsymbolic paradigm s is th a t the 

subsymbolic models are unable to represent useful compositional structure [16]. In 

symbolic models, symbols are combined into higher-order composite representations 

which m aintain the integrity  of the constituent elements without losing the rela­

tionships between those elements. These relationships form well-defined structures 

between symbols. On the other hand, subsymbolic paradigms employ layered nodes 

which are flat and do not exhibit useful compositional structure. T he compositional 

representations of symbols are encoded into patterns sim ilar in form to  each individ­

ual symbol. This point was addressed by the distributed connectionist model, called 

Recursive Auto-Associative Memory (RAAM) [41]. The RAAM model encodes re­

cursive d a ta  structures such as trees and lists into distributed representations. These 

representations of da ta  structures are very different from the symbolic concatenative 

structures.

2
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Symbolic and subsymbolic paradigms have their own advantages and dis­

advantages respectively. However, advantages of symbolic paradigm s supplement 

disadvantages of subsymbolic paradigm s. The same situation applies to the reverse 

relationship. Therefore, hybrid of symbolic and subsymbolic paradigms have been 

gaining more interesting to researchers [51] [58]. Hybrid systems attem pt to resolve 

the disadvantages which appeared in each of symbolic and subsymbolic paradigms 

while m aintain their advantages. From the symbolic viewpoint, hybrid systems are 

trying to resolve the problems such as:

•  brittleness of decision making.

•  resolution of symbolic ambiguities.

•  decision making with incomplete input information.

•  lack of learning mechanisms.

•  maintaining multiple searching paths while elim inate backtracking.

•  m aintaining semantic structures, and

•  m aintaining reasonable processing time while knowledge base size increased, if 

parallel processing is implemented.

1.1 Strengths and Lim itations o f Symbolic M odels

Symbolic representations utilize forms that humans can understand easily. 

Therefore, thes knowledgebases can be more readily m aintained and revised. The 

symbolic processing of Artificial Intelligence has two computing directions: one is 

function-based com puting and the other is logic-based computing. Function-based 

computing, e.g. LISP, takes a set of symbols as inputs to map to another symbols

3
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as outputs. Logic-based com puting is based on relations between objects and their 

properties. PROLOG is an exam ple of a program m ing language using predicate logic 

to represent knowledge using two-valued logic, either TRUE or FALSE.

Probabilistic Reasoning [40] is one scheme which does not com pute tru th  

values using two-valued logic. It uses Bayesian formalism or conditional probabilities 

to com pute beliefs between symbolic variables. Symbolic variables are connected into 

Bayesian Networks. Each Bayesian network node represents one symbolic variable. 

Related symbolic variables are linked together forming a Directed Acyclic G raph 

(DAG). Each DAG is an Independent-M ap or I-m ap which showing minimal links 

required to  make clear independence between symbolic variables for a given proba­

bility d istribution P. T he directed acyclic links represent direct dependency between 

symbolic variables: a symbolic variable depends on the symbolic variables which have 

outward links connected to  it. To com pute the value of belief of a symbolic variable, 

it needs information of the prior probabilities of the symbolic variable and the causal 

symbolic variables, also the likelihood probability. For example, in the propositional 

statem ent “if X  then Y ' . X is the causal variable of V. The prior probabilities of X 

and V are P(x) and P (y)  which are probabilities for A' =  x  and Y  = y alone. The 

likelihood probability is A(r) =  P (x  | y) which is the probability of how likely it 

happens while Y  =  y and A' =  x. The belief of V is com puted as:

n r r ,   ̂ n , I x P { x \ y ) P { y )  A(x)P{y)
B E L ( y )  =  P ( y  x) =  ~P[x)------- = ~ r & T  ‘ ’

If a third symbolic variable Z is caused by Y. then the likelihood probability A(or) has 

to include the affection of outcom es of Z into consideration:

A(.r) =  P ( x  I y) =  Y. P(~ I V^)P(v \ x)  =  £  P ( z  \ y ) P( y  | i )  =  My\x • X(y)  (1.2)
y  y

4
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where M tJ\x is the conditional probabilistic m atrix of the two variables X and V and 

A(y) =  P (y  | z ) is the likelihood probability of Y  =  y if Z  = z. From observations of 

Equations 1.1 and 1.2. some points are concluded as:

•  belief of a symbolic variable can be computed locally.

•  belief of a  symbolic variable can be affected if new events which have no direct 

dependency are added to a DAG.

•  com putational complexity increases while more symbolic variables are included 

in a DAG.

•  com putational complexity increases with more outcomes of each symbolic vari­

able. and

•  all probabilities of outcom es of each symbolic variable has to  be known before 

definitive calculation of beliefs.

Com putational complexity will be increased if more symbolic variables are causally 

related of o ther variables. Nonetheless, the structure of Bayesian Network is favorable 

for parallel processing.

Rule-based systems use a set of interrelated hypotheses. Each rule contains a 

premise and a  conclusion. The premise is. in turn, made of one or more conditions. 

T he general form of a rule can be expressed by:

If premise then conclusion:

A rule suggests tha t the conclusion follows the premise in an action-oriented way. 

Once the rule matches th e  premise part to known facts, then, the rule is proven or 

the conclusion is confirmed. Rule-based systems are limited by:

5
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•  lack of partial matching the premise,

•  use of backtracking to find other searching paths, and

•  poor conflict-resolution capability.

Associative networks are also known as semantic networks [43]. Concepts are 

represented as nodes with labeled links representing the relations between concepts. 

The original semantic network models increase the  activation of some particular net­

work nodes when an input is processed. Activations are spread to connected nodes 

and potentially numerous irrelevant spreading activations may be generated. Marker- 

passing, in contrast, uses discrete symbolic markers to control the spreading activa­

tion. Markers are passed among network nodes simultaneously and are evaluated by a 

set of rules to  decide which node a marker is passed to. The symbolic information held 

in their markers and networks enable them  to perform dynamic role-bindings. thus, 

high-level inference for applications such as natu ra l language understanding can be 

achieved. Associative networks are the most connectionist of the symbolic models and 

have the potential for massive parallel processing [8] [34]. However, marker-passing 

semantic networks still lack learning capabilities. In summary, symbolic processing 

systems face some difficult problems:

•  symbolic ambiguities are difficult to resolve,

•  learning mechanisms are difficult to construct,

•  best searching path is not promised while multiple searching paths exist.

•  confidence factors are hard to m aintain while backtracking is required, and

•  throughput drops when knowledgebase size increased.

6
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Figure 1.1: A Simple Artificial Neuron

1.2 Strengths and Lim itations o f  Subsym bolic M odels

Subsymbolic paradigms are built around the structure  of Artificial Neural 

Networks [47] [54]. Artificial neural networks consist of input neurons, hidden neu­

rons. and output neurons [47]. The input neurons accept information from the real 

world. However, the  real world information has to be encoded into certain numerical 

formats, binary or real numbers for example, which are accepted by the input neu­

rons. The hidden neurons receive inputs from the input neurons which have direct 

connections to the hidden neurons. The hidden neurons act as an interm ediate stage 

to store interm ediate sta te  information about the network. The ou tpu ts of hidden 

neurons are inputs of the ou tpu t neurons. An artificial neural network is tuned en­

tirely through the network connections which store the m apping information between 

the input neurons and the ou tpu t neurons. In order to make correct m apping infor­

mation the network has to be trained by a set of input examples. The advantages of 

artificial neural networks are two-fold. One is a t the neuron level and the o ther is at 

the network level. For an individual neuron, inputs are summed by each product of 

an input value and a  connection weight to th a t neuron. The sum m ation of products

7
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is m apped to the ou tpu t of a neuron by an activation function  f { Z ) .  as illustrated in 

Figure 1.1. The activation function together w ith a threshold  decide whether an arti­

ficial neuron can fire its output to  other neurons. Beneficial features of this approach 

include:

•  the ou tpu t of an neuron is depends on th e  strengths o f  inputs, and

•  the firing decision is made completely locally.

At the network level, the strength of all connections between neurons are regulated at 

the tra in ing time by a pre-selected input set. T he  regulation o f  connection weights are 

guided by learning algorithms. The relation information betw een neurons is stored 

in the network connections after the  training phase to realize the following benefits:

•  the reasoning system can work correctly even with incom plete information.

•  learning capabilities are readily possible, and

•  processing can be more directly im plem ented on m assively parallel architectures.

Different subsymbolic models emphasizing these features. [14], [16], [19], [27], [41]. 

[49]. [54], [55], and [60]. have been designed.

1.3 N eeds for Hybrid Sym bolic P rocessing

In hybrid symbolic systems, connectionist networks resolve problems such as 

belief propagation, multiple path searching, and  disam biguat ion while using symbolic 

processing features to  perform composition, decom position, an d  variable bindings. A 

general model of distributed hybrid symbolic system  is illu stra ted  in Figure 1.2. This

8
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Figure 1.2: A General Model of a Hybrid D istributed Symbolic System

hybrid system [26] acts as a  symbolic parser for natural language processing. The 

symbolic side contains a look-ahead buffer to hold a fixed number of constituents, 

a stack for m anipulating em bedded structures, an encoder to code the look-ahead 

buffer and the stack for the input layer of the network, and a decoder to  evaluate 

an action from the output units. The subsymbolic part contains a feed-forward net­

work which examines the contents of the buffer and stack and yields a preference 

for an appropriate action. T he feed-forward network is trained with p atterns which 

represent the encoding of the buffer positions and the top of the stack. The output 

of the network contains a series of units which represent actions to be implemented 

during processing. The input to the hybrid system is a natural language sentence. 

The output is a parse tree representing the intended meaning to be conveyed.

The second kind of hybrid system uses localist connections which is embed­

ded into symbolic systems. Symbols are not encoded into numeric patterns as in 

the connectionist systems. A general model of hybrid localist symbolic system is 

illustrated in Figure 1.3. Each network node represents a  symbol or a  concept. A

9
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Figure 1.3: A Hybrid Localist Symbolic System

hybrid system. SC-Net [46]. dem onstrates use of localist and symbolic processing to 

integrate learning capabilities into rule-based systems. Rules are encoded as inputs 

to the network. Each interm ediate and output cell contains a bias value which are 

subject to being regulated during the learning process. This model is different from 

others in th a t the learning does not occur on the weights between nodes but on the 

bias values. This model also shows how to build sub-networks for structured variable 

presentations, variable bindings, linguistic hedge evaluations and relational com para­

tors. Two kinds of variables: structureless and structured variables are used in the 

SC-Net. Structureless variables have a simple form which includes a variable name 

and an uncertainty value associated with the variable. For example, a person's age 

Age =  39 with an uncertainty 0.9. Structured variables includes fuzzy and nominal 

variables. Fuzzy variables contain linguistic hedges and nominal variables do not. 

Each structured variable has its own sub-network with the a ttribu tes of the variable 

as the outputs of the sub-network. Each sub-network is evaluated by using the fuzzy 

logic. New sub-networks can be added into the existing network and retrained with 

the existing network.

10
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The existing hybrid sym bolic/subsvm bolic models dem onstrate various im­

provements over either pure symbolic or subsym bolic system s. However, there may be 

a need for long and intricate training periods [26]. Furtherm ore, the distributed net­

works are not necessarily scalable, as adding new examples requires retraining of the 

entire network. Although the SC-Net [46] shows good promise on scalability. How­

ever. the SC-Net is built on vertical relations and may lack in lateral relations between 

subnetw orks. Symbolic com position and  decom position are another aspects which 

are not covered by most of the hybrid sym bolic/subsvm bolic models. Yet. symbols 

hold very im portan t roles in high-level reasoning. They allow a system  to be easily 

traced and understood which are im portant aspects to build an AI system which is 

accumulative [47]. com petitive [47], and restrictive [11]. In C hapter 3. a new hybrid 

symbolic/subsvm bolic paradigm  is proposed as a prototype model toward achieving 

the desired goals.

1.4 O utline o f D issertation

In the following chapters, a review of previous work is discussed in C hapter 

2. Some of the earlier developed networks such as CO NSYDERR [57], SC-Net [46]. 

and P A R A D IS E  [3]. are presented in detail. In C hapter 3, the proposed architec­

ture of an improved hybrid system  called Localized Self-Contained Adaptive Networks 

(LSCAN) is introduced. The philosophy of knowledge representation is discussed 

initially. Next, the derived AND and O R feed-forward network units with lateral 

connections are discussed in detail. Learning mechanisms for both of feed-forward 

and lateral connections are discussed. The learning mechanisms can be used in ei-

11
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ther supervised or unsupervised train ing  modes. A comparison between LSCAN and 

CONSYDERR is also discussed. At the end of C hapter 3. the LSCAN knowledge 

acquisition and processing tool is introduced which implements the proposed model 

and techniques. The feed-forward learning mechanisms are further developed by using 

dual-input connections and inverters or NOT operators, to im part the functionalities 

of high-pass, low-pass, and band-pass filters. Illustrative examples are used to  dem on­

s tra te  possible applications and these feed-forward learning mechanisms are discussed 

in C hapter 4. In Chapter 5. a  case study of hand-printed digit image classification 

is implemented and discussed in detail. Two classification m ethods, pattern-based 

and rule-guided classifications, are used to illustrate  LSCAN functionality and  per­

formance. C hapter 6 is an additional case s tudy  of how discrete LSCAN networks can 

be designed to implement a  network routing decision maker. A hypothetic routing 

network with 7 autonom ous system s is presented and assessed. The corresponding 

LSCAN sub-networks are presented. Finally, the conclusions of this research are given 

in C hapter 7. The future work in this area is also expressed. The development of this 

dissertation is illustrated in Figure 1.4.

12

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Knowledge Representations

Define AND. OR. and NOT operanions

Define lateral learning mechanisms

Define extended feed-forw ard learning techniques

Case studv

Conclusion

Define lateral operations

Define feed-forward teaming mechanisms

Hand-i
'i r

printed digit classification I j Routing networks
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C H A P T E R  2

PR EV IO U S W O RK

2.1 Overview

Due to the weaknesses of symbolic processing, various research began in the 

mid of 1980?s to develop alternative m ethods in order to incorporate the advantages 

while elim inating the weaknesses of symbolic processing. This kind of processing 

blends together symbolic and subsymbolic techniques and therefore named hybrid 

symbolic and subsymbolic processing. In general, there are three main research paths 

to incorporate symbolic elements into subsymbolic processing systems. One approach 

is to allow symbolic elements in connectionist networks [10] [19]. The second ap­

proach associates localist networks w ith symbolic representations [52] [55]. The third 

approach mixes connectionist networks and localist networks in a novel symbolic and 

subsymbolic paradigm [57]. In the case of connectionist networks, symbols ar? en­

coded or patterned through the connectionist network nodes. In the case of localist 

networks, each node represents one symbolic elem ent.

The network f iK L O N E  [10] was the first subsymbolic connectionist system 

designed for reasoning using high-level structured symbolic representations such as 

semantic networks. At any one time, an p /\ L O N E  network represents a single hy­

pothesis and relevant information. Each /i K L O N E  network consists of five modules.

14
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three auxiliary modules which m ediate some of the inter-m odule constraints, a vari­

able number of modules used for input and ou tpu t, and a variable number of auxiliary 

I /O  modules. Individual symbols are patterned  into a set of b it-patterns. A concept 

is a b it-pattern  of micro-features. This kind of network falls into the first approach 

of injecting symbols into subsymbolic systems. One of the localist networks is the 

SC-Net [46] which uses an input node to  present one premise of a rule. The COXSY- 

DERR [57] networks can be considered as the th ird  approach of injecting symbols into 

subsymbolic systems. The networks consist of two levels, the upper level is a localist 

network in which each network node represents a concept. The lower level consists of 

two-layer connectionist networks between subconcepts. Three promising paradigm s, 

CONSYDERR [57], SC-Net [46], and P A R A D I S E  [3], are reviewed in next three 

sections. Their main representation s tra tegy  and m ain principle of operation are 

outlined along with their advantages and  lim itations.

2.2 C O N SY D E R R

CONSY'DERR [57] was designed using the concept of a two-level connection­

ist network. The upper level is a localist network from which each network node 

represents a concept or a conceptual rule. The upper level is called the conceptual 

level. This conceptual level is symbolic and structural. The links between the nodes 

represent the relations between the concepts. Each concept A is connected to a con­

cept B  which represents a conceptual rule A —> B. If the concepts A and B  have 

features, then their features are represented as two groups of fine-grained elements 

on the lower level. Let FA represent the  features of concept A  and FB represent the 

features of concept B. Each node on the  lower level represents a feature. Each node

15
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Figure 2.1: A CO NSYDERR Network Structure

in F.\ has links to  all nodes in F b if the conceptual rule A —> B  is established in 

the conceptual level. Otherwise, there is no link established between the nodes of 

Fa and Fb - A CONSYDERR network s tructure is shown in Figure 2.1. The lower 

level is called the subconceptual level. The m ain advantage of this subconceptual 

level is its sim ilarity-based representation. T he nodes represented on the two levels 

in teract each o ther through three phases during an inference processing cycle. The 

three phases are the  top-down phase, settling phase, and bottom -up phase. In the 

top-down phase, the  feature nodes a t the subconceptual level are activated by the 

conceptual nodes which have the highest activation values connected to the feature 

nodes. In the settling  phase, nodes a t each level interact with the nodes activated  

during the top-down phase through their weighted links. In the bottom -up phase, 

the nodes at the conceptual level will pick the highest activation values between their 

own original activation values and the activation sum m ations of their corresponding 

feature nodes. T he key points of these top-down and bottom -up processes are the 

top-down and the bottom -up inheritance.

16
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The design of CONSYDERR combines two levels of reasoning structures. 

One is a high-level reasoning mechanism which resembles symbolic processing. The 

other is a low-level reasoning mechanism which resembles subsymbolic processing. 

Therefore, the CONSYDERR networks can m aintain most advantages of symbolic 

processing at the top level while gain some advantages of subsymbolic processing a t 

the bottom  level. Some nodes a t the top level can be activated due to the similarity 

processing at the bottom level. At the same time, the activated nodes a t the top 

level inherit properties from some of the o ther nodes at the top level. The advantages 

of CONSYDERR networks is th a t they meet many of the desired features of hybrid 

symbolic and subsymbolic systems. However, the learning mechanisms a t both levels 

are not well defined. This shortcom ing m ay lead CONSYDERR networks into uncer­

tain  situations in some adaptive environments. For instance, consider a subconcept a t 

the bottom  level which needs to develop some subfeatures. In this case, there might 

be a need of having a third level to deal with this situation. The reasoning system 

may be complicated to support arbitrary  interactions between levels.

2.3 SC -N et

The SC-Net [46] is a  hybrid symbolic and subsymbolic system to integrate 

learning capabilities into expert systems, especially, rule-based systems. The system 

does its learning from examples that are encoded in much the same way that the 

other connectionist networks. The system  can learn concepts where imprecision is 

involved. The network representation allows for variables in the form of (attribute, 

value) pairs to be used. Both numeric and scalar variables can be represented. They 

are provided to the system upon setting up for the domain. The learning algorithm
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uses a network structure, which is configured based on the distinct problem s presented 

to  the system.

A SC-Net network consists of three types of cells: input, hidden, and ou tpu t 

cells. Each cell has a bias associated w ith it. which lies on the real num ber scale. 

Cells are connected through links which are weighted. Each cell has an  activation 

value within the range of [0. 1]. This corresponds to the fuzzy m em bership values of 

fuzzy sets. Some cells in the  network act as max  and m in  functions as fOR and fAND 

operations in fuzzy logic. Those cells are distinguished by using the sign of the bias of 

a cell to determ ine which o f the two functions is to be modeled. Furtherm ore, a bias 

value of zero indicates when a cell should operate as an  inverter, or fNOT operation. 

An example SC-Net network is shown in Figure 2.2. Each cell in a  network can 

accom m odate n inputs with associated weights C W n. Every cell contains a bias value, 

which indicates what type of fuzzy function a cell models, and an absolute value which 

represents the rule range. Every cell C, w ith a cell activation C.4,. except for input 

cells, computes its new cell activation according to the formula given in Equation 2.1. 

Let

C.4, =  cell activation for cell C ,.C .4 , in [0. 1].

CW'ij -  weight for connection between cell C, and Cj.CW 'ij  in R.

CDi = cell bias for cell C, , CZ?, in [-1, +1].

An activation of 0 indicates no presence, 0.5 indicates unknown, and 1 indicates

mirij-o  ,- i ,1+!,..,n(C.4J x CHV,) | CB i  |, C B { <  0

C-4; =  m a x ^ o  I-_1.i+ l.„.n(C.4i x C \Y tJ) \ C B t |. C B X >  0 (2 . 1 )

1 -  (C A j  x CW ij), C B X = OandCW'ij ^  0
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true. In the initial topology contains an ex tra  layer of two cells, denoted as the 

positive and the negative cell layer placed before every ou tput cell. These two cells 

collect information in conjunction with the positive cell and against the presence of 

a conclusion from the negative cell. The final cell activation for the concluding cell is 

given as:

C.’Aoutput = C -ApOSitivecell T  C-Anegativecell 0.5 (2.2)

In Figure 2.2, the unknown cell labeled as UK always propagates a fixed value of 0.5 

and. therefore, acts on th e  positive cell and the  negative cells as a  threshold. The 

positive cell will only propagate an activation >  0.5, whereas the negative cell will 

propagate an activation <  0.5. W henever there is a contradiction in the derivation of 

a conclusion, the fact will be represented in a final cell activation close to 0.5. For ex­

ample. if C A positiveceu =  0.9 and C A neganveccu = 0.1, then CA^tput =  0.5. which means 

it is unknown. If either C A poSitiveceu or C A negatiVeceu is equal to 0.5, then C.4{/utpui is 

equal to  the others’ cell activation, which indicates there is no contradiction. One 

example rule given as:

if and(or(sl. s2). s3) then d l  (0.8):

is translated  into the SC-Net subnetwork as shown in Figure 2.3. There are two 

types of variables th a t can be used in the SC-Net systems. One type is the fuzzy 

variable and the other type is the scalar type variables. Fuzzy variables need special 

subnetworks to represent them.

The SC-Net networks showed the benefits of resolving the weakness of rule- 

based systems. A learning algorithm  is also provided to adjust the bias values in order 

to change the outputs of the concluding nodes. However, using fAND operation or
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min functions neglects the to ta l influence of the inputs toward the concluding node. 

Furthermore, encoding rules into a network involves extra work to convert values into 

the range of [0. 1]. For variable binding, it needs a specific design for a  particular 

fuzzy variable.

2.4 PARADISE

Pattern  Recognition Architecture for Deformation Invariant Shape Encoding 

(P A R A D IS E ) [3] was designed as a network to detect patterns of visual images. The 

detected patterns can be used for image classification. P A R A D I S E  is not a strictly 

hybrid symbolic and subsymbolic system. However, the network architecture and 

classification m ethods are related to the LSCAN networks. P A R A D IS E  employs 

three stages of processing to  achieve deformation invariant object recognition. The 

first stage is the feature extraction processing using either a  Gaussian or G abor filter. 

The second stage is pattern  detection processing. The th ird  stage is classification 

processing. As shown in Figure 2.4, the three layers, feature extraction layer, pattern 

detection layer, and classification layer work together to implement all of the three 

processing stages.

At the feature extraction layer, a Gaussian or G abor filter is applied to a scan­

ning window which moves through the entire input image. The filters are oriented 

in two directions. One is in the horizontal direction and the other is in the vertical 

direction. The two orientations result in two feature planes in the feature extraction 

layer as shown in Figure 2.4. In a feature plane, each location is influenced by the 

scanning window which covers a specific area on the input plane. After the window
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Figure 2.4: The P A R A D I S E  Network Architecture

scanning process, the two oriented feature planes are ready for the nex t processing 

stage which is pattern  detection processing.

At the pattern  detection layer, a P attern  Detection Module (PD M ) is shown 

in Figure 2.5. A PDM consists of two sublayers. The top sublayer has only one node 

which represents the w inning node of the  lower sublayer. The top sublayer node has 

connections to  the classification nodes. The bottom  sublayer or called a s  an invariant 

plane consists of 2 7  + 1  nodes, as explained below. Each node maps the same areas on 

the two feature planes. Each area on the  feature plane has a size of 2A -F 1. A p a tte rn  

is formed if the average feature strength of the m apped areas is g rea ter than a preset
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threshold. Then, a decision function, a  modified Radial Basis Function (RBF) [3]. is 

used to evaluate the selected pattern. If the ou tpu t of the RBF is greater than the 

threshold then the corresponding invariant node is eligible to represent the selected 

pattern . At the  beginning of the training, there is no PDM available in the pa tte rn  

detection layer. Xew PDMs are created while a new class is created. The purpose 

of the invariant plane in a PDM  is to detect potential patterns on the feature planes 

while their locations had been shifted to  their neighborhood locations. The farthest 

distances of th e  neighborhood locations are decided by the size of 7 . The size of 7  

also decides how much a pattern  can be shared by different image objects.

At the classification layer, a classification node has input connections from 

some of the active PDMs. A classification node is activated if the node gains enough 

strength from the connected PDMs. If there are no active classification nodes to
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represent the image object, a new classification node is created. W hile a new clas­

sification node is created, new PDMs are created if there are not enough PDMs to 

represent the extracted patterns from the feature planes. In the case of m ultiple 

active classification nodes representing the input image object, a hypothesis test is 

conducted to  pick one of the active classification nodes.

P A R A D I S E  networks had been previously applied to different image objects 

and showed reasonable results. The networks show three advantages over the o ther 

types of neural networks. One advantage is th a t the learning can be incremental 

which means new classification nodes can be added into the system a t run-time. The 

second advantage is no need of pretraining of the networks. At run-time, learning 

happens only on the related PDMs. Therefore, learning is achieved in a relatively 

short time. The third advantage is th a t the networks can be tuned for solving specific 

image objects using the control param eters. A lim itation of P A R A D IS E  networks 

occurs when patterns are shared with many image objects. The final classification 

decision requires hypothetic tests which may lead to inaccuracy.

2.5 O ther Research Works

There are other research works which aimed at combining symbolic and sub­

symbolic processing. Hendler [19] used connectionist networks to  connect microfea­

tures to some symbolic elements in sem antic networks. These symbolic elements be­

come active through the microfeatures. On the top of the connectionist networks are 

semantic networks, which m aintain the structures of the semantic elements. Kwasny 

and Faisal [26] used a connectionist network to solve symbolic parsing problem for
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natural language processing. The main part of the system is a connectionist network 

which is trained with patterns which represent the encoding of the buffer positions 

and the top of the stack. The input to the hybrid system is a  natural language sen­

tence and the output is a parse tree. The p a tte rns are encoded through a symbolic 

processor which handles the constituents of the  natural language sentence. Shastri 

[52] designed the SHRUTI system to process predicate logic based systems. Each 

network node represents one predicate clause. The facts are connected to the  related 

network nodes to initiate node firing. Eventually, node firing propagates th rough  the 

entire network. SHRUTI networks can hence be classified as localist networks.

2.6 Summary

In this chapter, different types of hybrid symbolic and subsymbolic were 

introduced. Three systems. C O N SYD ER R, SC-Net. and P A R A D IS E ,  were discussed 

in more detail. Their advantages and lim itations were also discussed. Work from other 

researchers. Hendler. Kwasny and Faisal, and Shastri. were introduced briefly. There 

are more research works in this related areas. Those models can be found in various 

aspects of the other researchers' works already mentioned.

After reviewing the previous hybrid symbolic and subsymbolic m odels, it 

appears th a t more research can be done in order to increase the benefit of a hybrid 

symbolic and subsymbolic system. This is the purpose of this research to investigate 

how a new paradigm can benefit this research area. The new paradigm is given in 

next chapter.
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C H A P T E R  3 

LOCALIZED SELF-C O N TA IN ED  A D A P T IV E  

N E T W O R K S

This chapter introduces a new paradigm  which handles symbolic values using a 

com putational model based on artificial neurons. This processing paradigm  is called 

the Localized Self-Contained and Adaptive Networks (LSCAN) representation and 

reasoning scheme. The knowledge entities are represented by interconnected network 

nodes, one node for each knowledge entity  or concept. Each node has capabilities 

to process decisions a t the symbolic level. The LSCAN system propagates numerical 

values am ong the network nodes while m aintaining high-level symbolic structures. 

Each node in the LSCAN network is sufficient to make decisions from its own local 

inputs w ithout help from global inform ation. In addition to flexibilities of decision 

making possessed by localist networks. LSCAN systems provide learning capabilities. 

Furtherm ore, the LSCAN systems retain  the power of symbolic processing such as: 

variable binding, symbol com position and decomposition, relational operators. At 

the node level, each node associates a  function to derive the outputs from the input 

data. The following sections provide inform ation about how knowledge is represented 

and how conclusions are made from various input information.
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3.1 Knowledge R epresentation

A viable parallel knowledge representation formalism provides the following 

capabilities:

•  information can be easily added or removed from the knowledge base.

•  representational mechanisms can perform inferences readily from the available 

knowledge.

•  information can be incorporated to guide the inferences mechanism in the most 

promising direction, and

•  inference mechanisms can be directly implemented on parallel com puters.

To achieve these goals, the LSCAX knowledge representation uses knowledge entities 

and entity  relations. Each entity is named as an unique symbolic identifier. Therefore, 

the LSCAX knowledge representation is easily understandable and traceable a t the 

level of human cognition. Knowledge elements are viewed as knowledge entities: each 

entity is either a conclusion or a composition of some other knowledge elements, which 

represents the AXD relation, or each entity is either a conclusion or a composition 

of an alternative of several group of knowledge elements, which represents the OR 

relation. In this definition, a knowledge entity can be decomposed into fine elements. 

Many fine elements together can be composed into a high-level knowledge entity. The 

AXD and OR relations have been used in many AI approaches such as Rule-Based 

knowledge systems, Predicate Logics, and Prolog Languages. Therefore, these AI 

practices can be easily mapped into the LSCAX networks. Furtherm ore, the AXD 

and O R relations are universal applicable to represent relations between knowledge
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elements, if the relations are well defined. Let n represents the num ber of entities 

in a specific knowledge domain. An entity vector E (e x, e2, e3, . . . ,  en) includes all 

required entities in a knowledge domain. In a LSCAN network, subnetworks can be 

constructed across different knowledge domains, for example, using commonsense in 

a specific knowledge dom ain. The knowledge in a specific knowledge domain can be 

represented in the following forms:

1 . a  ==> er

2. e.x AND e2 AND e3 AND . . .  = >  ej

3. ci OR e > OR e3 OR . . .  = >  ej

4. (e, AND e -2 AND . . . )  OR (e2 AND e9 AND . . . )  OR . . .  =► ej

5. (e, OR e2 OR - - . )  AND (e- OR e 10 OR . . . )  AND . . .  = »  e}

6 . e, ==> e j .e k.ei. . . .

7. Ci AND e-j AND e3 AND . . .  =>■ ej, ek, e/, . . .

3. ci OR e2 OR c3 OR . . .  = >  e3. ek, ei, . . .

Where 1 <  i . j  < n. and = >  means implication. Each of the above forms is called 

an implication rule. The word implication is used to indicate th a t the assertion of an 

entity is depending on the strengths of the input entities. However, to simplify the 

discussion, the word, rule, is used to represent a LSCAN knowledge representation 

form. Rule # 1  uses a single entity. Rule # 2  uses more than  two entities combined by

the operator AND. Rule # 3  uses more than two entities combined by the operator

OR. The rules # 4  and # 5  use mixed combinations of the rules # 2  and # 3 . Thus,

28

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



representations of the rules # 4  and # 5  can be resolved by the representations of the 

rules # 2  and # 3 . Rule # 6  represents the one-to-m any mapping. Rule # 7  represents 

the m any-to-many mapping using AND operator. Rule # 8  represents the m any-to- 

manv mapping using OR operator. Therefore, the LSCAN knowledge representations 

can be represented in the forms of the rules # 1 , # 2 . # 3 . # 6 . # 7 .  and # 8 . T h e  AND 

operator represents the com posite relation between an entity and its a ttr ib u te s  or 

input entities. T he OR operator represents optional relation between an en tity  and 

its attributes.

Each en tity  carries two kinds of inform ation. One is the physical values of 

an entity. The o ther inform ation is the belief factor about an entity. There a re  three 

types of physical values: a b inary number, a real number, and a  character string . The 

belief factor is a  real number between 0 and 1. The belief factor with a value o f 1 . an 

entity  is fully accepted. Otherwise, with a  value of 0. an entity is fully rejected. The 

LSCAN inference mechanism can always process and propagate belief factors in the 

range of [0, l]. A NOT operator can be applied for each entity. If the NOT o p era to r is 

applied to an entity, the belief factor of th a t entity  is subtracted from 1. For exam ple, 

the belief of BOB JS_TALL is 0.82, then, the belief of N O T(B O BJS.TA LL) is 0.18.

An entity  can represent a relation between other entities. This kind en tity  is 

called relational entity. There are four relations between entities:

•  one-to-one relation.

•  one-to-many relation.

•  manv-to-one relation, and
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•  m any-to-m any relation.

For example, the one-to-one relation is a  person's Social Security Identification Num­

ber which is unique for each person. On the o ther hand, one physics teacher has 

many students, which is an exam ple of one-to-m any relation. Conversely, the stu ­

dents having a particu lar physics teacher is an example of many-to-one relation. For 

the many-to-m any relation, a proper example is words spoken in a natural language 

sentence and the intended concepts which the sentence delivers. These relations are 

represented by using the forms of # 1 . # 6 . # 2 . and # 7  repectivelv.

The other kind of entity  is called assertive entity. An assertive entity  asserts 

som ething with a belief factor. For example, the entity  BOB JS-TA LL is an assertive 

entity. Depending on the physical values asserted, there are four classes nam ed as: 

constant entity, variable entity, functional entity, and decision entity. A constant en­

tity  has only one possible physical value. A variable entity has m any possible physical 

values. A functional entity  m anipulates the physical values of its input entities. A de­

cision entity asserts TRUE or FALSE according to its input entities. The processing 

of belief factors using the LSCAN knowledge entities is discussed in next section.

3.2 R easoning M echanism s

The reasoning mechanism of the LSCAN system is discussed in this section. 

As discussed in the previous section, a LSCAN knowledge en tity  carries two types 

of information. One type of en tity  inform ation is the belief factor of an entity. The 

value of a belief factor is a real number in the range of [0. I]. The other type of 

entity  information is the physical values of an entity. The LSCAN reasoning mecha-
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nisin m anipulates belief factors explicitly between knowledge entities. The assertion 

of the LSCAN reasoning mechanism is based on the values of belief factors among 

a set of entities. The largest belief factor is selected as the assertion of an informa­

tion query. Some knowledge representations use two-valued logic. These knowledge 

representations are Predicate Logic, Frame-based Systems, and Database Systems. 

The belief factors for these systems are embedded in their knowledge representations. 

The reasoning mechanisms for these systems directly m anipulate the physical values 

of the knowledge components. A belief factor has a value of one if a physical value is 

matched. Boolean Logic systems implement two-valued belief factors directly w ith­

out physical values, or physical values equal to belief factors from the viewpoint of 

the LSCAN reasoning mechanisms. Production systems [39] process reasoning in two 

phases: matching premises of rules and combining confidence factors.

The LSCAN reasoning mechanisms are analogous to the Production Rule 

systems in the m atte r of forward processing. However, there are differences between 

the LSCAN reasoning mechanisms and the production systems on the ways of com­

puting the belief factors and resolution of conflicting rules. Furthermore, in rule 

based systems, com putational tractab ility  problems are encountered when the size of 

knowledge base increased and the relations between the knowledge entities become 

more complicated. The reasoning mechanisms face harder decisions to select a correct 

direction among all possible searching paths. For processing efficiency, a reasoning 

mechanism may have to forego multiple search paths. On the other hand. LSCAN 

reasoning mechanisms attem pt to  meet the following goals:

• m aintain m ultiple search paths,
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Figure 3.1: A Complete AND E-node Structure

•  provide belief-factor propagation and two-valued logic processing,

•  resolve rule conflicts and rule synchronization constraints.

•  provide train ing and learning capabilities.

•  tolerate incomplete inform ation, and

•  utilize massive parallelism during the reasoning process.

3.3 Low-Level System  Structure: Evaluator N odes

As mentioned in Section 3.1, the AND relation is required for all com posite 

entities. The AND operator obtains the sum m ation of the a ttr ib u te  entity strengths. 

Let ( represent the sum m ation for the entity  node ej. Thus, the m athem atics expres­

sion for the AND operator is:

", =  y  iju-j, (3 .i)
j = l . . n

where j  = l..n, are n belief factors of the active entities connected to the en tity  e, 

and Wji are the connection strengths between the entities ej and e,. A complete AND 

evaluating node is illustrated in Figure 3.1 which contains feed-forward connected
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input nodes and  lateral interacting nodes.

Each entity is em bedded in an evaluator node, called an E-node. Let be 

the output streng th  of the en tity  ej. and is expressed as:

where =,■ is a normalized equation from Equation 3.1 based on the ratio of num ber of 

input connections dxn and the constant 6sf : in m athem atical expression:

The constant Ssf  is a pre-selected constant num ber in order to  scale the first factor 

in Equation 3.2 into the range of [0. 1], An appropriate default value is Ssf  = 28.4 

which is just sufficient to sa tu ra te  the function:

The function 3.4 is a modified function of a regular Sigmoid function called Shift-Right 

Sigmoid  function which shifts the center of an original Simoid curve to a positive off­

set. 6sh. in the horizontal direction. W here Ssh is equal to ^4/-. The curve of the 

Equation 3.4 is illustrated in the Figure 3.2. Equation 3.2 is called a Scaled-Shift- 

Right Sigmoid  function which maps inputs to an ou tput value into the range of [0. 1], 

The plot for Equation 3.2 is illustrated in the Figure 3.3.

The OR relation indicates sufficient conditions which arc not always nec­

essary. If an entity  has O R  relations w ith sets of ANDed entities then the entity 

picks up the strongest set as its belief factor. The OR operato r is analogous to a

(3.2)

(3.3)
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Figure 3.2: Shift-Right Sigmoid Function
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Figure 3.3: Scaled-Shift-Right Sigmoid Function
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Figure 3.4: A Complete OR E-node Structure

local winner-get-all [48] operation. The locality of com petition is am ong a small set 

of ANDed neural units. As illustrated in Figure 3.4. each hidden unit gets the sum­

m ation of its input strengths by applying Equation 3.1. Next, the ou tpu t strength 

is evaluated by using Equation 3.2. The ou tpu t unit picks up the largest strength £* 

from the hidden unit ek. The m athem atics expression for the OR operator is:

6  =  A /A A W .m  (& n  * )  (3.5)

where m is the number of hidden units an W ik is the connection strength  between 

the entity e, and the hidden unit ek. The default value for is 1 . Different values 

can be assigned to YVtk in order to distinguish the preferences among the hidden units.

The NOT operator inverts the belief factor of an entity'. The m athem atics 

expression for the NOT operator is:

Zj = 1 -  ^  (3.6)

where ^  is the belief strength of the entity ej and is the inverted belief strength 

of the entity ej. LSCAN systems use these AND. OR and NOT operators together
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with activation function of entities to process the belief factors. Through th e  LSCAN 

network, belief factors are propagated.

Com paring the Scaled-Shift-Right Sigmoid function to the Shift-Right Sig­

moid function, the former has some advantages over the later as an activation function. 

The Scaled-Shift-Right Sigmoid function consists two parts in the plot of F igure 3.3. 

The lower half of the  plotting curve is a near-exponential curve and the upper half 

is a near-linear curve. Unlike the Shift-Right Sigmoid function which separates acti­

vation strengths into two extremes, near 0 or near 1. the Scaled-Shift-Right Sigmoid 

activation function provides following features:

•  Degrades activation strengths for weak inputs.

•  Distinguishes activation strengths for strongly active inputs.

The property of the Scaled-Shift-Right Sigmoid activation function has th e  sim ilar 

effect as the experim ental results, frequency versus input current of a s tan d ard  neu­

ron. of Gerstner [17]. Firing an E-node is decided by an individual threshold 0t. If 

the activation streng th  £  is greater than the threshold 0, then the E-node. c t. is fired 

with the strength Each E-node is classified into two types of belief logic. One is 

the two-valued logic and the o ther is the real-valued logic which has values fall into 

the range of [0. 1]. For the two-valued logic, the threshold 0, of an E-node is set a t 

a value near to 1 so th a t ou tpu t is generated if the evaluated expression indicates a  

TRUE condition.

There are also three lateral relations between the LSCAN E-nodes: excita­

tory. inhibitory, and  synchronization interactions. The excitatory interactions perm it
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Figure 3.5: Enhancement Lateral Interaction

an E-node to  excite o ther E-nodes. On the o ther hand, the inhibitory interactions

discourage o ther E-nodes. As illustrated in the Figure 3.1 and  Figure 3.4, both ex­

c ita to ry  and inhibitory interactions can coexist resulting in the sum m ation of the 

excitatory and inhibitory strengths. If the E-node e, has p excitatory interactions 

and q inhibitory interactions, then the total influence of th e  other E-nodes on the 

E-node c, is:

where u!jx and u;kl are lateral connection strengths between the E-node e, and other 

E-nodes Cj and  ck.

If px is positive, then p, is mapped into the range [1. 2] w ith the m apping factor 

r/i. Then, r/, is used to magnify the output strength  of the E-node e, by multiplying 

the mapping factor The m apping factor //, is illustrated in the Figure 3.5 and is 

given as:

where 5ij is a  constant value which makes the curve in the Figure 3.5 saturation. A

(3.7)

(3.8)
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Figure 3.6: Degradation Lateral Interaction 

good practical value for S[j is 10  so th a t d//, =

If pi is negative, then pi is m apped into the domain [0. 1] which is represented 

by the m apping factor rji. The m apping factor is multiplied to the output strength 

of the E-node e,. Therefore, the E-node e, is discouraged. The plot of r/, for the 

negative p, is illustrated in the Figure 3.6 and is given as:

"• =  ( l + e - f c - » . ) )  ( '  “  f ; )  ( 3  9)

Equation 3.8 and Equation 3.9 are m irror functions of one another. The result o f p, 

is applied to Equations 3.2 and Equation 3.5. The output £, of an E-node e.t becomes:

& = £ //,•  (3-10)

The effects of lateral connections are two-fold. One benefit supports conflict- 

resolution. If two or more E-nodes are active a t the same time and they conflict each 

other, the preferred E-nodes inhibit the others to be active. The other benefit is 

support for non-monotonic reasoning. If new information is added which contradicts 

previously established knowledge then the old information can be inhibited. This 

action results in no conclusion from affected E-nodes. Now consider the more com-
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Figure 3.7: An Example of Chained Inhibitory Links

Figure 3.8: An Example of Chained Excitatory-Inhibitory Links

plicated cases which have e\ to be degraded by c-> which then to be degraded by e3. 

The problem raised over here is tha t how e t knows it should be activated because e> 

is degraded by e3. This scenario and solution are illustrated in the Figure 3.7. The 

node ci is enhanced by e3 in order to cancel the effect of degradation from e2. In this 

m anner. e t is able to make decision by itself alone without looking at whether e-> is 

degraded by e3. In the case of tha t e\ is enhanced by e> which then is enhanced by e3. 

C) is not required to have an enhanced link from e3. However, in the case of th a t  e\ is 

enhanced by e2 which then is degraded by e3. then e\ is required to  have an degraded 

link from e3 in order to cancel the effect of enhancem ent from e2 as illustrated in the 

Figure 3.8.

The lateral synchronization connection is always two-valued: a connection 

is either active or inactive. If an E-node e, is active while a lateral synchronization 

connection is asserted from the other active E-node ej, then the E-node e,- is deacti­

vated regardless the activation strength of the E-node e,. The lateral synchronization
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Figure 3.9: An Example of Using Synchronization Links

connection is required while an ORed subnetwork has different depths in its branches. 

Consider the scenario giving the following structure:

Ci AND e-2 = >  e 9 

e 3 AND 64 = >  e 7 

e.5 AND Cg V e 8 

e 7 AND e 8 = = >  eg

This structure  is illustrated in the Figure 3.9. If all of the entities: e t , e2. e3, e.t, e5. and 

c0 are activated, then e9 can be activated through either the left or the right branch. 

The activation of e x and e2 will activate e9 directly. However, the activation of e3, £4 . 

c5. and eG will activate e7 and e8 which then activate e9. Therefore. e9 is activated 

at different tim e which may not give e9 a chance to pick up the highest s treng th  

between the two branches. T he solution to this problem is to use the synchronization 

connections between e7. e8. and e9 as shown in the Figure 3.9. Once e7 or e8 is 

activated, e9 is disabled to wait for one more processing cycle. If neither e7 nor e8 is 

activated, e9 has no problem to be activated immediately through the left branch.
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Figure 3.10: A System Diagram 

3.4 A High-Level System  Structure

This section discusses the network management process used during problem 

solving. A LSCAN system consists of an artificial localist network, a problem solver, 

and a network m anager as shown in Figure 3.10. The LSCAN network provides mul­

tiple searching paths and local decisions based on the relations between an E-node 

and other E-nodes. Initially, some leaf E-nodes are activated by some facts. A leaf 

E-node has no input connections. Next, the activated leaf E-nodes activate some 

other E-nodes which are connected to them. This process continues until no E-nodes 

are activated. An entire firing cycle is defined as a processing period from the time 

of the first E-node is fired to the tim e of no E-node is fired. An entire firing cycle is 

composed of many firing stages. A firing stage is defined as the time of some E-nodes 

activated to the time of some other E-nodes which are activated. Once activated, 

each E-node is disabled from further activating within the same cycle. To generate 

the effects of lateral interactions between E-nodes, a firing stage is accomplished in
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two phases. The first phase com putes the ou tput strength, from the  inputs, and 

//, using Equation 3.2 and Equation 3.9. The second phase recomputes the ou tpu t 

strength. using Equation 3.10, if any lateral interacting E-node is activated.

The network manager provides the services of controlling the  firing cycle, 

changing thresholds of E-nodes, reporting results from any specific E-node, and trac­

ing firing paths. The problem solver interprets a  specific problem and  converts the 

problem into forms which are implemented by the LSCAX networks. The final results 

inferred by the LSCAX network are also interpreted by the problem solver.

3.5 Learning M echanism s

LSCAX systems support learning from the input units of an  E-node and 

lateral connections. The inputs contribute to learning by allowing partia l set of inputs 

to result in the activating of an E-node, the learning from incomplete information. 

Supervised learning and unsupervised learning schemes are both provided with the 

LSCAX systems. Lateral learning occurs when two or more conflicting E-nodes resolve 

the conflict by allowing one or more than  one E-node to be activated. Learning 

schemes adjust the weights of the links between E-nodes, as discussed below.

3.5.1 Supervised Learning

Supervised learning is a guided scheme where both the facts and  the expected 

results are provided at each firing cycle. Each expected firing E-node adjusts its own 

input connection weights based on the difference between the actual and the expected 

ou tpu t strengths and the number of active inputs. If some of the inputs of an E-node
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are all active, then this E-node is learning how* to deal w ith  incomplete inform ation. 

Let an ANDed E-node. e*. have n input un its  with th e  input connection weights. 

U/'jj. Also, let fii be the expected output streng th  and th e  actual ou tpu t strength  be 

At the tim e of firing the E-node ej, the num ber of active input units is m  and 

m < n. In order to adjust each weight of ujji, Vi has to  be com puted from //, using 

Equation 3.2; £, is replaced by and Si is replaced by However, Equation 3.2 is 

not reversible, so the Newton-Raphson [42] method is used to find an approxim ate 

ut from /q. Let the difference between ut and e, be A s t =  ut — The adjustm ent 

of weights ujji(neu.-active) is proportional to the radios o f and The final

weight adjustm ent for active input units is:

fQ 1 1 \
^ j i i n c w —a c t i v e )  — ^ j i ( o l d —a c t i v e )  ‘ r*2 r

° s f m  S a v e

where £at.e is the average input strength and A is a learning rate which lim its the 

learning step  size. The value of A is less than  1 and g reater than 0. In the case of A =  

1 only one learning step is required. The sm aller A creates a longer training period. 

On the o ther hand, weights of inactive input units are adjusted based on the to ta l 

am ount weight change for active input units. Then, for inactive input units, their 

weights are adjusted as:

—,. _  (  s r  (■ • — - • ^  i^ji(riew —inactive) — Hold—inactive) I 7 . y-^ji(neiv—active) ^ji(old—active) I IJ n — m  
(3-12)

In the case when n =  m which implies all input units o f an E-node are active and 

equation 3.12 is not necessary. The weight adjustm ent, can be based on each input 

strength: stronger input units gain more weight. On th e  o ther hand, weaker input 

units lose weights. Let £ave be the average input s treng th  for the E-node e,. Then,
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the weight ad justm ent is given as:

(t ~ ■)
(3.13)

The training process proceeds until all supervised E-nodes reach the expected out­

puts. The process trains input connection weights only for those E-nodes which are 

supervised while all other input connection weights are intact. For an ORed E-node, 

learning occurs on the winning hidden unit.

3.5.2 U nsupervised  Learning

D uring unsupervised learning, expected values are not assigned. Equations 3.11, 

3.12, and 3.13, are used. However, the expected ou tpu t strength is replaced by 

the threshold 0,. Furtheremore. an E-node is tra ined  only when the actual output 

strength is greater than and equal to a 0 ,, where a  is a  factor to control whether an 

E-node has to be trained. The value of a  is between 0 and 1. Otherwise, an E-node 

is not trained.

3.5.3 Learning w ith  B ias N odes

W ith the AND connections, any LSCAN node can add one or more bias nodes 

to it as shown in Figure 3.11. The purposes of bias nodes are two fold. One purpose is 

to stabilize the training process. In some cases, tra in ing  process takes more training 

steps to tra in  a LSCAN node while the streng th  of a  LSCAN node is getting closer 

to the training threshold. Addition of bias nodes can help to train a node to reach 

the training threshold more accurately and use less training iterations.

The other purpose is to make bias nodes as active or inactive nodes by giving
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B ias Input N odes

Figure 3.11: An AND E-node Structure with Bias Node

bias nodes with constant values of 0  or a value which is greater than 0. which is the 

threshold of a LSCAN AND node. Bias nodes are active while their values are greater 

than 0. In this case, the bias nodes act as connection weight sink. Some of the weaker 

connections to the LSCAN AND node lose more connection weights after training. 

Therefore, the weaker input nodes have lesser influence on the output node. On the 

other hand, bias nodes are inactive while their values are always 0. In this case, the 

bias nodes act as connection weight source. The connections of the bias nodes provide 

weights to the other in-bound connections of the LSCAN AND node. The bias nodes 

prom ote the other input nodes connected to the LSCAN AND node to  make them 

having more influence on it. Also, bias nodes change the training Equation 3.13 to 

the Equations 3.11 and 3.12.

3.5.4 C om p etitive  Learning

Com petitive learning occurs a t the lateral level. At each firing stage, multiple 

E-nodes are fired simultaneously. Conflicting E-nodes establish inhibitory connections 

from the preferred E-nodes to the conflict E-nodes. There are supervised and unsu­

pervised com petitive learning. For the supervised com petitive learning, the LSCAN 

systems select one or more preferred E-nodes which can be continued to trigger other
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E-nodes while the other firing E-nodes are inhibited. The inhibited E-nodes are de­

graded under their own thresholds in order to be not fired. Therefore, the inhibitory 

connections have weights to be regulated according to the to tal inhibitory strength. 

Let uiik be the inhibitory connection weights from e, to ek and i = 1 . . .  p. Then, the 

weights uJik are adjusted by:

'J2i k ( n e w ) =  ^ i k ( o l d )  "F ™ c  " ( ^ - 14 )
£>J

where £,lk is derived from 9k/£k by the Newton-Raphson [42] m ethod and &(„»«.) is 

the average inhibitory strength  from all E-nodes to ek. Under supervised

com petitive learning, a t one firing stage the LSCAX system s can inhibit some E- 

nodes from different non-inhibitory E-nodes.

U nder unsupervised com petitive learning, the m aximum num ber of E-nodes 

tha t can be fired at a firing stage is specified as k . The first k E-nodes with greater 

output strengths are used to inhibit the others. Equation 3.14 is used to adjust the 

weights uJik- Under the unsupervised com petitive learning, all E-nodes are inhibited 

by the same group of the preferred E-nodes.

3.5.5 Enhancem ent Learning

The LSCAX system s also support, a t a firing stage, exaggeration of some 

E-nodes from others if they are fired at the sam e time. The LSCAX systems estab­

lish connections from some E-nodes to the E-node N k which is exaggerated.

Alternately, some E-nodes can be exaggerated w ith respect to each other. This kind 

of learning is called enhancement learning and is supervised only. This kind of learn­

ing occurs when some conditions are asserted. In o ther words, activations of some
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E-nodes are exaggerated if some other clues are activated. Even an inactive E-node 

can be activated by one or more exaggerating E-nodes.

3.6 Com parison Betw een LSC AN  and C O N SY D ER R

The main functionalities of CONSYDERR networks are sim ilarity and in­

heritance. These two functionalities can be achieved by LSCAX networks through 

appropriately  structured  networks. As this view point. LSCAX networks have sim ­

ilar representation power as COXSYDERR has. The interactions between the sub- 

conceptual nodes in the sub-conceptual layer also can be constructed by using LSCAX7 

networks. The following two sub-sections describe the LSCAX approaches.

3.6.1 S im ilarity

The sim ilarity appeared on the subconceptual level is defined as the num ber 

of overlapping features between any two feature groups. If .4 and B  are the two 

concepts represented in the conceptual level, their features are represented as FA and 

Fb respectively in the subconceptual level. The num ber of features of FA is m A and 

the num ber of features of FB is m B. The num ber of overlapped features is rnAB which 

can be zero. Then the sim ilarity between the two concepts A and B  is measured as 

s AB =  (.4 ~  B )  «  û - -  One of the advantages of the similarity representation is 

to allow the concept B  to be activated to some level of strength if the concept .4 is 

activated with the strength  A C T a and A is not a  direct causal fact of B. In this case 

the concept B  is activated with the strength A C T B =  s AB x A C Ta . If the concept A 

is activated with a full strength of 1 , then the concept B  is activated with the streng th  

A C T b = s AB which is a fraction of the num ber of features of FB. This m easurem ent
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Figure 3.12: An Example of Weak-Bound Similarity

is very close to the results using the LSCAN’s activation function (Equation 3.2). The 

outputs of this equation are plotted in the Figure 3.3 which shows th a t the activation 

strengths are near s AB if the activation strengths arc greater than 0.6. The activation 

strengths are dropped sharply if the sim ilarity s AB is less than 0.6. The Equation 3.2 

can be used as a  measurement of sim ilarity of s AB in a non-linear m anner. This non­

linear manner shows a good property to  prevent weak sim ilar concepts from being 

activated and propagated.

There are two cases for the concept B  to be activated through the overlapped 

features with the concept A in LSCAX's structures. The first case is called weak- 

bound-similarity which is shown in the Figure 3.12. The activation strength  of the 

concept B  does not depend on the activation strength of .4. This is due to the fact 

that features, or knowledge entities, of the concept A  are not activated by A. The 

second case is called strong-bound-similarity which is shown in the Figure 3.13. T he 

features of the concept A  are activated by A. Therefore, the activation strength of 

the concept B  depends on the activation strength of A. The similarity of B  to A  is 

measured only when the E-nodes e3, e.\. and e5 are activated while ee and ey are not 

active.
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Figure 3.13: An Example of Strong-Bound Similarity

3.6.2 Inheritance

Consider a set of concepts A and B  which A is the superclass of B. In the 

feature space, the features FA are a subset of FB. Similarly, C  is the superclass of D 

and Fc  are a subset of Fp. In the CONSYDERR. the following cases are  handled:

•  Suppose A has a property value C and  B  has no specified property value. If B  is 

activated then C  is activated to a certain extent from the top-down inheritance 

of A.

•  Suppose B  has a property value D and A has no specified property value. If A 

is activated then D is activated too from the bottom -up inheritance of B.

In LSCAX, the first case is handled as shown in Figure 3.14. In Figure 3.14. eA is 

the superclass of eB. E A covers all features which include the subclass of eB. E c  is 

activated only when e i ..7 are all activated. W hile eB is activated, ec  is activated to a 

certain strength by e.}, e5, and e&. The second case is handled as shown in Figure 3.15. 

While eA is activated. ep  is activated by e.(, er,. and e6.
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Figure 3.14: An Example of Inheritance for The Case 1

eD

e 2 e7ese4

eA eB

Figure 3.15: An Example of Inheritance for The Case 2
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Figure 3.16: Inheritance Cancellation for The Cases 1 and 2

The above cases deal with only either A ox B  has property  value. If both 

of A and B  have property values C  and D respectively then activation of A may acti­

vated both of C  and D. Therefore. CONSYDERR deals with cancellation of property 

inheritance. The following four cases are discussed:

1 . A has a property value C  and B  has a property value D and  D ^  C. If A is 

activated then activation of C is stronger than D.

2. .4 has a property value C  and B  has a property value D and D ^  C. If B  is 

activated then activation of D is stronger than C.

3. A has a property value C  and B  has a property value D which is a subclass of 

C. If A  is activated then activation of C  is stronger than D.

4. A has a property value C  and B  has a property value D which is a subclass of

C. If B  is activated then activation of D is stronger than C.

In LSCA.Y, the cases 1 and 2 are handled as shown in Figure 3.16. For the case 1 . 

( A activates all of the belonging features C[..- which activate ec  and  eD to the same 

activation level. However, the degradation of eo from ec  will cease the activation of
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Figure 3.17: Inheritance Cancellation for The Cases 3 and 4

D. In case 2, eg is activated. In this case, ep is activated at its full strength and ec  

is only activated at a  fraction of its full strength. Therefore, the activation strength  

of ep  is stronger than ec- The cases 3 and 4 are handled in Figure 3.17. In these 

two cases, ec  and eD have their own features. eg. .12 and eio.u. which interact with 

the features of eA and eg. While e A is activated, both of ec  and ep are activated 

through eg.^2 - However, ec  degrades ep  to cease activity. If eg is activated, then ep  

is activated to its full strength through e I0.u . The activation strength  of ec  is much 

weaker than the strength of ep.

3.7 LSCAN Knowledge A cquisition and Processing Tool

The LSCAN simulation tool is a Windows-based software using windows stan ­

dard user interface. This tool is a prototype to sim ulate LSCAN networks for discrete 

nodes, not aggregate nodes. However, aggregate nodes can be further developed. The 

purpose of the simulation tool is to  examine the needs for LSCAN networks and fur­

ther requirements for future developments.
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T he software was designed using MS W indows standard  user interfaces to 

allow users to  build LSCAN networks and implement them  for testing  and analysis. 

The first user interface is a dialog window as shown in Figure 3.18. Users can d e ­

fine the properties for an  E-node, add a new E-node, o r modify an existing E-node. 

The properties of an E-node include nam e, node type, value type, logic type, in p u t 

link type, and  other control param eters. A node type is one the six types: constan t, 

variable, function, decision, digital (binary), and construct. A constant type m eans 

an E-node carries a constant value. A variable type m eans the values of an E -node 

can be binded with any values a t processing time. A function type means th a t sin 

E-node derives its own value from a given function. A decision type means th a t an  

E-node implements Boolean logic. A construct type m eans an E-node implements a n  

external script. A value type can be an integer, a real number, a binary logic value 

which is e ither 0  or 1 , a real logic value which is in the range of [0 . 1 ]. or a charac ter 

string. The logic type is either a rigid logic or a soft logic. A rigid logic has a value 

of 0 or 1. A soft logic has a value between 0 and 1 inclusive. There are four k inds 

of input connections. T he NIL link means an E-node has no inbound connections, 

which is a leaf node. T he AND link means an E-node has AND connections, w hich 

implements the AND evaluation function. The OR link means an E-node has O R  

connections, which im plem ents the OR evaluation function. The SINGLE link m eans 

an E-node has only one input connection. In the most cases, a SINGLE link E-no<le 

may be a variable to bind the value from its input node. The control param eters a re  

self-explained from their labels.
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Figure 3.19: T he Function Edit Interface
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T he second user interface shown in Figure 3.19 is a dialog window to define 

the function type for an E-node. LSCAN tool provides some build-in functions, or 

allows users to  specify a function script, a form atting function, or an external func­

tion call using DLL techniques. If a function is selected as a Fuzzy logic function, 

the required Fuzzy logic param eters are inquired. The third user interface is shown 

in Figure 3.20. Through th is dialog window, users can establish inbound connections 

for the specified E-node. Inbound connections can be added or delinked. The forth 

user interface is shown in Figure 3.21. Through this dialog window, users can estab­

lish outbound connections for the specified E-node. O utbound connections can be 

added or removed. Using these two dialog windows, users can double check w hether 

the inbound and outbound connections are well established. The fifth user interface 

is the connection weights setup dialog window as shown in Figure 3.22. All default 

connection weights are 1 . Through this dialog window, uers can assign a different 

weight value to  a specific connection.

A fter a LSCAN network is established, users can view the entire network 

or networks through two view windows. One window shows the list view of the all 

E-nodes. W ithin this view window, some properties of the all E-nodes arc displayed 

at the right side of the view window. One example list-view window is shown in 

Figure 3.23. The other view window is the tree view of the all E-nodes. The tree- 

view window shows how the E-nodes are connectioned. The tree-view allows users 

to expand or collapse any E-node if such an E-node has inbound connections. One 

example tree-view window is shown in Figure 3.24. There are many other features of 

this LSCAN tool. However, they are not included in this text due to space lim itation.
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3.8 Sum m ary

This chap ter introduced the proposed LSCAN paradigm. T he background 

m otivation of the deriving AND and O R evaluation nodes was presented in the for­

m alization of knowledge representations. The complete AND and O R nodes include 

feed-forward connections and lateral connections. Next, their feed-forward evaluation 

functions and lateral interaction functions were defined. The NOT operators are the 

l 's  complement of the logical ou tpu ts  of any AND or OR nodes. Learning mechanisms 

for both of feed-forward and lateral connections were defined. For the  feed-forward 

learning mechanisms, two cases would be considered. One case is when the input 

nodes are not all active. In th is  case, two learning mechanisms are used. One mech­

anism  is for the active nodes and the o ther mechanism is for the inactive nodes. T he 

active nodes gain more connection weights from the inactive node connections. The

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



V \ i .in (( ol< ir Ik 1 ] R R C
Ejb £<* tfww fluid j jotwork* Systom Iraining Sjfwdow - I t f l  x l

Nod»N<
ggY dlow
I^YdRed
EgjYdRI
[§ jY dR 2
f^YdGreen
^ Y d G 1
^ Y d G 2
f^Y dB lue
SY dBI
^ Y d B 2
0 i R e d

gIGreen
IBIue

M  NoimGfeen
[Yxl NotmRed 

-

Node... 1 Lmk... 1 Vahw... T pp^j
Decision AND Real L... Rc
Decision AND Real L... ML
Decision SING... Real L... Mi.
Decision SING... Real L.. Mi.
Decision AND Real L.. Mi.
Decision SING... Real L... ML
Decision SING... Real L.. ML
Decision AND Real L... ML
Decision SING... Real L.. ML
Decision SING... Real L... ML
Variable NIL Integer Le
Variable NIL Integer Le—
Variable NIL Integer Le
Function AND Real L.. Mi.
Function

u
AND Real L..

For Help. press FI 5̂

Figure 3.23: A Network List View

58

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



f l i  Eh £dl y»w |mM > > 1 ^  Sr*mn Ifiw ifl tfwdaw fcjefr -l&i x |

D l c * l ^ l H l a r i B > l f e | g l r i l i g l  tj

3  Yelow 
B  YetRed

E  YelRI
3  NormRed 

IRed
Constant255

B  YelR2 
3 NRBat

E  -NoimRed 
IRed
Constant 255

E  YelGreen 
S  YelBlue

-  - I si «in ] ( olor Ik h

For Help, press FI I j | ^

Figure 3.24: A Network Tree View

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



second case is when all of the input nodes are active. In this case, only one learn­

ing mechanism is used. The stronger active node connections gain m ore connection 

weight from the weaker node connections. Therefore, the  stronger active nodes gain 

more activation than  the weaker ones. All learning mechanisms can be im plem ented 

under the supervision or without supervision. The lateral interaction learning mech­

anisms were also defined. Two types of lateral learning mechanisms were provided. 

One is the com petitive learning mechanism. In the com petitive learning mechanism, 

the winner nodes prohibit activations of the other nodes, which depending on the 

lateral connections. Conversely, the type of the lateral learning m echanisms is the 

enhancem ent learning mechanism. Some active nodes would enhance the activations 

of some other nodes, which may be active or inactive. A LSCAN subnetw ork can add 

some bias nodes to accelerate the learning process as discussed in Section 3.5.3.

Sun’s CONSYDERR networks have some sim ilarities to the LSCAN repre­

sentations. The two aspects of sim ilarity and inheritance can be com pared to the 

LSCAN representations as discussed. Finally, the LSCAN knowledge acquisition and 

processing tool was presented with some explanations and  illustrations.
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C H A P T E R  4 

E X T E N D E D  FEED-FORW ARD L EA R N IN G  

TECH NIQ UES

This chapter dem onstrates how to use the feed-forward learning m ethod given 

in Section 3.5.1 to build networks as classifiers, switches, and pattern recognizers. 

These networks are considered as subsvmbolic networks which can be integrated into 

the LSCAN hybrid structure . In order to build these networks, the concepts of high 

pass filter, low pass filter, and band pass filter are explained as the base of constructing 

the m entioned networks. Each category of these networks: classifiers, switches, and 

pattern  recognizers, has been illustrated with an example.

4.1 F ilters

This section dem onstrates how to train a single input variable to  be a high 

pass filter, a  low pass filter, or a band pass filter. Refer to Section 3.5.1 on the training 

mechanism, an E-node is trained to be active while a sequence of inputs, which have 

values between 0 and 1. are applied. The inputs activate this trained E-node with a 

strength above the threshold. In this sense, the trained E-node is acting as a high 

pass filter. The Figure 4.1 illustrates the structure of the high pass filter. In a rapid 

training procedure, the network needs to be trained with the lowest value to form a
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high pass filter. In Figure 4.1. the E-node HPF  is trained with the value of 0.3 from 

the input E-node Var. The final weight of the link is 3.333.

On the other hand, the E-node LPF  is trained with the one's complement of 

the value of the E-node Var. which is \ 'ar =  1 — 1 'ar. The highest value of the E-node 

Var is the lowest value of the E-node Var.  As illustrated in the Figure 4.2. in the 

viewpoint of the E-node Var, the E-node LPF  is a high pass filter. However, in the 

viewpoint of the E-node Var, the E-node LPF  is a low pass filter. The E-node LPF  

in Figure 4.2 is trained with the value of 0.4 from the E-node Var. The link weight is 

1.6 between the E-node LPF  and the E-node I 'ar. The LPF  is active while the values 

of Var are less or equal to 0.4. The output strength of LPF  reduces until failure to 

be active depending on where the threshold is set. if the values of Var exx-eed 0.4.

Merging the above two filters forms a band pass filter as shown in Figure 4.3. 

The E-node HPF  is trained as a high pass filter with the value of 0.3 from the E-node 

Var. The trained weight is 3.333. The E-node LPF  is trained as a low pass filter with 

the value of 0.5 from the E-node Var. The trained weight is 2.0. If the value of Var 

is lower then 0.3. the E-node HPF  is inactive and the E-node LPF  is active. In this 

case, the E-node B P F  fails to be active. On the other hand, if the value of Var goes 

above 0.5. the E-node HPF  is active and the E-node LPF  is inactive. In this case, the 

E-node B P F  fails to be active. However, if the value of Var is between 0.3 and 0.5. 

both E-nodes HPF  and LPF axe active. Therefore, the E-node B P F  is activated and 

behaves a band pass filter. All examples used for the three filters can be extended for 

multiple inputs.
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4.2 Classifiers

Based on the concept of the filters, this section dem onstrates design of a 

network to classify the color Yellow based on the s treng ths of the three elementary 

colors: Red. Green, and Blue. As shown in the Figure 4.4, the three input E-nodes: 

IR. IG. and IB. represent the three elem entary colors and  have integer values between 

0 and 255. These input d a ta  are normalized by the E-nodes: NormR, NormG , and 

NonnB.  with the constant 255. These three norm alization E-nodes generate the 

strengths of the three elem entary colors with values between 0 and 1. The three 

E-nodes: N o rm R . N o rm G .  and N o r m B .  act as the  inverters of NormR, NormG, 

and NormB. Their ou tpu ts are the I s  complements o f the normalization. The three 

E-nodes: YelRl. YelGl. and YelBl. are trained as th ree high pass filters with their 

input link weights which are 1.067. 1.063. and 51.0. respectively. The three E-nodes: 

YelR2. YelG2. and YelB2, are trained as three low pass filters with their input link 

weights which are 15.938. 17.0, and 1.02 respectively. The input d a ta  used for th is 

training are: 239. 240. and 5. for the three elem entary colors respectively. In this case, 

a single set of d a ta  is used to  train the network. Therefore, the three E-nodes: YelR. 

YclG. and YelB. act as three pulse filters. The o u tp u t E-node. Yel which represents 

the yellow color, is activated only when the input d a ta  has the values as the train ing 

d a ta  set. O therwise, it fails to be active. For example, the testing d a ta  set is (230. 

252. 11). The E-node Yel has an ou tput strength of 0.639 which fails to be active. 

The other testing d a ta  set is (230. 252, 35). The E-node Yel has an ou tpu t strength  

of 0.002 which is further weakened.
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Figure 4.4: A Yellow Color Classifier

4.3 Switches

The color classifier illustrated in last section shows no significance with respect 

to the input locations, the three inputs can be arranged in any sequences, the results 

are the same. In this and next sections, the two examples dem onstrate the results of 

the two networks are input location sensitive. As the example shown in the Figure 4.5. 

the network is trained to switch one of the four inputs to the assigned one of the four 

ou tpu ts. The four input E-nodes are: Varl. Var2. Var3. and Var4. The four ou tpu t 

E-nodes are: D estl, Dest2, Dest3. and Dast4- The four middle E-nodes. Dcstl 1. 

Dc.st21, Dest31. and Dest4U are trained as high pass filters. The four middle E- 

nodes. Destl2. Dest22. Dest32, and DesUt2, are trained as low pass filters. The 

tra in ing  process takes four stages. For each set of the input data , a pair of the middle 

E-nodes of one of the four ou tput E-nodes are trained as a  pair of high pass and low

65

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 4.5: A Four To Four Switch

pass filters. Table 4.1 shows the input and ou tput d a ta  sets and the trained weights 

for the middle E-nodes. From the trained weights, it shows th a t the network resists 

noisy inputs. For example, if the first input d a ta  set becomes 0110. then, both of the 

two E-nodes. D estl l  and Destl2  fail to be active.

4.4 Pattern  Recognizers

This section demonstrates a network to recognize three different patterns in 

a 4 x 4 grids. There are three ou tput E-nodes which represent the three patterns. 

The three patterns are shown in Figure 4.6. The third pattern  has two variations as 

shown in Figure 4.6. For each pattern, a pair of the middle E-nodes are trained. The 

pattern  recognizer network is shown in Figure 4.7. The training results are shown in 

Table 4.2.
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Table 4.1: T raining Results for The Switch Example

Input Output Weight

0010 1000 D estll -7.805 -7.805 3.977 -7.805

Destl2 1.323 1.323 -24.775 1.323

0001 0100 Dest21 -7.805 -7.805 -7.805 3.977

Dest22 1.323 1.323 1.323 -24.775

0100 0010 Dest31 -7.805 3.977 -7.805 -7.805

Dest32 1.323 -24.775 1.323 1.323

10C0 0001 Dest41 3.977 -7.805 -7.805 -7.805

Dest42 -24.775 1.323 1.323 1.323

I II
1

1

1

1

1

1

1

1

m - i  i i i - 2

1

1
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Figure 4.6: Three Training P atterns
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Table 4.2: Training Results for T he P attern  Recognizer Example

Pattern Weight

0100100000010010 Pat 11 0.010 3.971 0.010 0.010
3.971 0.010 0.010 0.010
0.010 0.010 0.010 3.971
0.010 0.010 3.971 0.010

Pat 12 1.323 -5.444 1.323 1.323
-5.444 1.323 1.323 1.323
1.323 1.323 1.323 -5.444
1.323 1.323 -5.444 1.323

0100100001000010 Pat21 0.010 3.971 0.010 0.010
3.971 0.010 0.010 0.010
0.010 3.971 0.010 0.010
0.010 0.010 3.971 0.010

Pat22 1.323 -5.444 1.323 1.323
-5.444 1.323 1.323 1.323
1.323 -5.444 1.323 1.323
1.323 1.323 -5.444 1.323

0100100100100000 Pat31 -0.322 4.966 -0.322 -0.322
0100100000100100 4.966 -0.322 -0.322 3.639

-0.322 -0.322 4.966 -0.322
-0.322 1.005 -0.322 -0.322

Pat32 1.888 -16.716 1.888 1.888
-16.716 1.888 1.888 -4.879

1.888 1.888 -16.716 1.888
1.888 -9.950 1.888 1.888
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Figure 4.7: A P a tte rn  Recognizer

4.5 Summary

A LSCAN subnetwork can learn a  concept or event directly from its input 

nodes if the activation streng th  is equal to  or greater than the threshold 0h. After 

learning, all activation strengths above the threshold activate the ou tpu t node of the 

subnetwork. In the concepts of filtering, the output node acts as a high pass filter. 

On the other hand, if all of the strength values of the input nodes are inverted by 

subtracting from 1 then the LSCAN subnetwork learns the complement of a concept 

by passing its activation streng th  over the threshold 9t. In this case, the output node 

of this subnetwork acts as a  low pass filter. If a LSCAN subnetwork uses both  of 

positive and inverted input nodes, then the subnetwork can be trained as a band pass 

filter. By using these techniques, various applications can be developed according the 

needs of the problem space.
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Sections 4.2. 4.3. and 4.4, showed three examples of applications. These sub­

networks can be embedded into a larger LSCAN network to perform more complex 

reasoning tasks. Using the concept of a band pass filter, a  subnetwork can be trained 

as a pulse filter as illustrated in Section 4.2. Therefore, a concept can be learned 

sharply (pulse filter), accurately (band pass filter), or loosely (high or low pass fil­

ter).
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C H A P T E R  5 

A PPL IC A T IO N  TO H A N D -P R IN T E D  D IG IT  

CLASSIFIC A TIO N

This case study includes two m ethods, one uses pattern-based reasoning and 

the other uses rule-based reasoning, which dem onstrate th e  flexibility of LSCAN to be 

used for variety classification methods and derive satisfactory recognition results. The 

pattern-based classification is constructed w ith  a network in several layers which are 

sim ilar to o th er feed-forward neural networks. The rule-guided classification m ethod 

incorporates cognitive rules from the input d a ta . The rules are used as inputs to the 

classification network which contains two layers, one input layer and one ou tp u t layer.

The tra in ing  and testing  da ta  were obtained from NIST (N ational Institu te  

of S tandards and  Technology) database [36] which contains 3.471 hand-printed  digits 

from 49 individuals. Each digit was scanned as a binary image in 32 by 32 m atrix. 

Figure 5.1 shows 8 8  hand-printed digits from a single person. Both of the pattern- 

based and the rule-guided classification networks use on-line training. On-line training 

contains no classes or patterns at the initial s ta te  and has no knowledge about the 

input digits. This kind of learning is called unsupervised learning. The networks 

tra in  themselves by growing the required num ber of classes while there rem ains some 

unclassified digits. In the pattern-based network approach, the num ber of patterns
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Figure 5.1: Examples of Some H and-Printed Digit Images

grows while additional new classes are recognized. In the rule-guided network ap­

proach. the number of rules are fixed in the initial state. Therefore, the number of 

input nodes are not changed during execution.

5.1 Pattern-B ased  Classification

Pattern-based classification has been implemented by Banarse [3] in his dis­

sertation. In this case study, a similar approach is adap ted  to extract features from 

the input image and to form patterns from the extracted features using LSCAN. The 

LSCAN pattern-based networks has sim ilar structure as Banarse's PARADISE net­

works. However, they differ in the activation functions of the output nodes at each 

layer and in some of the control param eters. Furtherm ore, there are some bias nodes 

connected to each of the classification nodes.
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5.1.1 N etw ork Structure

The network structure contains four layers: input layer, feature layer, pattern 

layer, and classification layer, as illustrated in Figure 5.2. The input layer contains 

a 32x32 node m atrix which read the binary input image. The feature layer contains 

two feature planes which represent the two orientations of the feature extractions. 

The two orientations are 0 and 90 degrees. The 0 -degree orientation filter extracts 

features for vertical lines and the 90-degree orientation filter extracts features for 

horizontal lines. The pattern  layer contains no pattern  nodes a t the beginning of 

training. A new pattern  is created if all of the existing patterns failed to represent 

the new pattern  which is extracted from the two feature planes. Each pattern  unit 

structure contains two sub-layers. The output sub-layer contains one pattern  node 

Pm which represents the pattern. The pattern  node input sub-layer is composed of a 

set of invariant pattern evaluation nodes or an invariant plane as shown in Figure 2.5. 

Each invariant node P w h e r e  i =  I . . . 2 7  +  l . j  =  I . . . 2 7  +  I. maps its inputs from the 

specific areas of the two feature planes. The size of each invariant plane is controlled 

by the variable 7  which can be either an odd or an even number. The purpose of the 

invariant plane is to detect the pattern  while the corresponding features shift near the 

location where the pattern  was first detected. The size of 7  also decides how much 

of a pattern  is shared by the other digit images. Which means more pattern  sharing, 

or larger 7 .  then the less number of patterns generated. The classification layer has 

inputs from the pattern layer. Initially, there are no classes in the initial state. While 

an input digit image is presented to the network, if there is no class which can best 

represent the input digit then a new class is created with the all input connections to 

the activated patterns.
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Figure 5.2: The Pattern-Based Network
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5.1.2 Feature E xtraction

The features of a digit im age are extracted  by using Gaussian filters. A 

Gaussian filter uses a 3  x 3  window which scans through the input image plane as 

shown in Figure 5.3. The size of 3  is always picked as an odd number. The results of 

the scanning window are recorded in the feature planes. Each feature plane has the 

same size as the input image plane. T he  feature point at (x, y) in a feature plane is 

mapped to the region R xy in the input image plane. The region R X1J has the  sam e size 

as the scanning window U j .  Therefore, the region R xy covers the area w ith locations 

Iuv. where u = y  — ( 3  — \)/'2...ij + ( 3  — l ) / 2  and v =  x  — ( 3  — l)/2 . . .x  -r ( 3  — l ) / 2 . 

The Gaussian filter is applied to all regions R xy. A Gaussian filter is a 2D Gaussian 

function plus orientations. The function is given as:

_  . (ucos6 +  usinO)2 ( — L-sind + ucosd)-
G.„ =  ex ,,( ------------------  ^3------------ ) (o. l )

where 6 is the orientation. In this case stud}', two orientations. 0 and f  are used. 

Figure 5.4 and Figure 5.5 show the plots for the two orientations of G aussian filters 

using 3 =  13, <j u =  4. and a v =  2 . T he Gaussian feature strength at the location (x. 

v) in a feature plane is given:

=  x :  £  (5.2)
u = y  — ( & — 1 ) /2 v = x - ( J -  1 )/2

5.1.3 P attern  D etectio n

A pattern  is formed by the areas which have the same locations on the  feature 

planes as shown in Figure 5.2. As shown in Figure 2.5, each area on the feature plane 

has a radius A. To select a pattern  is to pick up the areas where have the m axim um
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Figure 5.3: A S tructure for Feature Extractions
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Figure 5.4: Gaussian F ilter with 0-Degree Orientation
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Figure 5.5: Gaussian Filter with 90-Degree O rientation 

average feature strength. The p a tte rn  selection function is given:

n .  H m = - A  5 I n = - A  ^ m n d m n  i -  o \

=  ------------A'(2A +  1)*------------  (0'3)

where K is the number of feature planes and gmn is the Gaussian weight which is 

given as:
f   ni~ -+■ ri~ \

(Jrnn =  <?' (5-4)

If P s xy >  v. where 0 < v < l.O. then the patte rn  is selected. Once a patte rn  

is selected, the corresponding areas on the feature planes are masked with the l 's  

complement of the Gaussian weight function 5.4. The l 's  complement of the Gaussian 

weight function is expressed as

l 9 m n  (̂ *-’-0

The purpose of this masking is to prevent the same areas on the feature planes to  be

selected as another pattern .

If there are some pattern modules in the pattern  detection layer, the selected 

p a tte rn  from the feature planes is examined by the existing pattern  modules. If the
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selected pattern  is not presented by any of the existing pattern  modules, then a new 

patte rn  module is created a t the tim e of a new class creation. A new pattern  module 

as illustrated in Figure 2.5 is created with one set of connections, a size of A"(2A +  1). 

The weights of the connections cast the product of the feature strengths and the 

Gaussian weight function 5.4 as given by

=  P F m n 9 m n  (5-6)

where p is a  factor to  control the feature strengths. The values of p are between 0 

and 1 .

Detecting a  pattern  is done by finding a representing node P I ^ in in the 

invariant plane of a pa tte rn  detection module (PDM ) for the selected pattern  drawn 

from the feature planes. The representing node P I j j tn is the winning node which has 

the maximum outpu t strength am ong the all invariant nodes in the invariant plane. 

Furtherm ore, the strength  of P /F '1” has to pass the preset threshold i)p. Therefore, 

the activation decision of P /F 'm is given by

active if > t)p — tp
(5.7)

inactive  otherwise

where the factor rp is less than x)p and is used to control pattern  sharing between

numerals. Each invariant node P l i j  is evaluated as

P l i j  = t e i j )  (5-8)

where £ is a function of s  as expressed in Equation 3.2 and 3.3. The factor e in 

Equation 3.3 is evaluated as

eU = Y Y Y  (tfp (5-9)
k =  1 m =  —A n  =  —A
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where d i f ^ n is the difference between the connection weight w*in and the input feature 

strength p F ^ ngmn a t the k th feature plane. It is expressed as

d i f r n n  =  ~  p F n n Q m n )  (5.10)

If all of d i f ^ n  equal to 0. then the selected pattern  P s xy has a perfect match with 

the corresponding PIij  in the invariant plane.

P attern  sharing between numerals can be controlled in two manners: one 

in a spacial aspect and the o ther in a pattern  strength  aspect. In a spacial aspect, 

pattern  sharing is controlled by the variable 7 . The larger size of 7  then the larger 

chances are for a  pattern  to  be shared with the o ther numerals. This result is due 

to increase in the to tal areas covered by the invariant pattern  nodes in a PDM. In a 

pattern  strength  aspect, pattern  sharing is controlled by the variable rp which lowers 

down the activation threshold as indicated in Equation 5.7. Therefore, more invariant 

pattern  nodes Pli j  can be activated.

5.1 .4  C lassification

A class node C n is activated by a set of active pattern  nodes Pm(active) which 

are connected to C n. Cn is evaluated as:

C n = a ? n )  ( o . l l )

where £ is a function of e  as expressed in Equation 3.2 and 3.3. The factor e in 

Equation 3.3 is evaluated as:

e „ = j r r ,  (5. 12)
1 = 1
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C n is activated if

active if > dcTc
(5.13)

inactive otherwise

where the factor r c  is a percentage of i ) c and is used to increase the num ber of active 

classes if the value of rc is smaller. The purpose of using rc is due to the pattern 

sharing problem. Patterns are shared between the numerals. Therefore, a  class can 

be mis-activated by a different digit numeral. Thus, it is not sufficient to select an 

active class to represent the input digit image alone. One needs to examine another 

factors to make the decision of whether an active class node can represent the input 

numeral. There are two factors used in the experiments. One factor is the ratio of 

the number of active patterns connected to the class node C n and the to ta l number 

of patterns connected to the class node C„. This ratio [ic is expressed as:

The other factor is the ratio of the total num ber of patterns connected to the class 

node C„ and the to tal number of feature patterns of the input digit image. This ratio 

[.if is expressed as:

The final selected class node C f  has to satisfy the conditions of uc > i )^  and abs( 1 -  

Vf) < tiftf- Where 0 ^  and i)^/ are preset thresholds for [ic and [if respectively.

5.1.5 Class C reation

A new class is created a t the beginning of the on-line learning and while 

there is no existing node which can represent the input digit image. A new class is 

formed by a set of active patterns which include the new patterns. A new class is

( t o t a l —p a t t e r n —i n —C n )
(5.14)

{ t o t a l —p a t t e r n s  —in —C n )
f  { t o t a l —f  e a t u r e —p a t t e r n s )

(5.15)
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trained with the connected active p atterns by adjusting the connection weights using 

the Equations 3.11 and 3.12. Once a  new class is trained then no further training is 

required.

5.1.6 C lassification E xperim ents

In this case study, the digit images shown in Figure 5.1 were used for the clas­

sification experiments. All experim ent results were one-pass learning results unless 

otherwise specified. Two kinds of variables, spacial variables and functional vari­

ables. have influence on the outcomes of the experiments. The follows describe the 

effectiveness of the two kind of variables:

•  Spacial variables:

6: The value of 0 changes feature orientations. Two 6 values. 0 and | .  are used 

in this case study.

3: The size of 3  changes the strengths of features.

A: The size of A changes the num ber of patterns extracted from the feature 

planes.

7 : The size of 7  changes pattern  sharing possibilities.

•  Functional variables:

p : Changing feature strengths may get patterns sim ilar to each other, therefore, 

fewer patterns are generated.

u: Feature strength  average threshold changes the num ber of patterns extracted 

from the feature planes.
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i)p: The pattern  node threshold is preset a t 0.70.

t)c: The class node threshold is preset at 0.85.

i)ftc: Thresholds for p c change the number of active class nodes.

dpji  Thresholds for p j  change the num ber of active class nodes.

A large number of experim ents were implemented for this small d a ta  set in order to 

observe the changes of outcom es of the experim ents while changing the values of the 

spacial and functional variables.

Some experiments were im plemented to observe the influence of the functional 

variables. F irst, the spacial variables were fixed a t the values of 3  =  15, A =  5. and 

7  =  7. Some of the functional variables had values at u =  0.10. 0pc > 0.7. and 

rimuf  <  0.3. Figure 5.6 shows the results of variations of controlling of the variable rc 

with p =  0.175 and rp =  0.3. Figure 5.7 shows the results of variations of controlling of 

the variable rp w ith p =  0.175 and rc =  0.3. Figure 5.8 shows the results of variations 

of controlling of the variable p with rc =  0.5 and rp = 0.3. All figures were plotted

for the number of images against the percentages. The curves labeled as Class are

the ratios of the number created classes over the number of input images. The curves 

labeled as Accuracy are the ratios of / ~/Afc. where I is the num ber of input images and 

M c is the number of misclassificd classes. All ratios are expressed in percentages. For 

spacial variables. 7 .  A. and 3. Table 5.1 shows the experiment results. The functional 

variable values were fixed a t: p =  0.16, v  =  0.08. rc =  0.3, and rp =  0.4.
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Figure 5.8: Experim ent Results for The Variable p
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Table 5.1: Experim ent Results for Spacial Variables

(2-. +  1 ) x (2A + 1 ) x 3 Class/M issed Class/Accuracy %

13x11x13 19/25 22/72

13x13x13 8/55 9/38

13x15x13 6/58 7/34

15x11x13 13/27 15/58

15x13x13 6 / 6 6 7 /  25

15x15x13 5/65 6/26

13x11x15 19/26 22/70

13x13x15 9/54 10/39

13x15x15 5/64 6/27

15x11x15 15/31 17/65

15x13x15 5/72 6/18

15x15x15 4/59 5/33

84

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 5.2: Experim ent Results for High Accuracy

^  t i c 0 .1 0 . 2 0.3 0.4 0.5 0 . 6 0 .7 -  1.0

0  - 0 . 6 64/3 57/4 51/6 46/15 41/22 38/27 38/27

0.7 67/4 60/5 54/6 47/17 42/24 39/27 37/28

0 . 8 72/2 65/3 59/6 55/15 50/20 47/20 45/21

0.9 84/0 82/0 79/0 78/1 75/4 73/6 72/7

E xperim ents W ith  B ias N odes

W ith bias nodes added to the classification layer, the new class nodes are 

trained to change their connection weights using the Equations 3.11 and 3.12. The 

bias nodes have constant values of 0. The purpose of the bias nodes is to  stabilize 

the patterns connected to each classification node. The results of the experim ents 

were tuned for e ither higher accuracy or less classes generated, but lower accuracy. 

Table 5.2 shows the results for higher accuracy and Table 5.3 shows the results for 

lower accuracy w ith  less classes required. The values for the variables were: 3 =

13. A =  5. 7  =  6 , p =  0.17, rp =  0.4. u — 0.16, dp =  0.3. 0C =  0.85 for high accuracy, 

and i)c =  0.60 for low accuracy.

E xperim ents W ith  Large Im age Set

For the large image set. all of the 3.471 images were used to train the LSCAN 

networks. The experim ents were implemented in 1 0  stages. Each stage had an incre­

ment of 350 images s ta rting  from 350 images. For each set o f images, two experim ents
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Table 5.3: Experiment Results for Low Accuracy

Opj

* v 0 .1 0 . 2 0.3 0.4 0.5 0 . 6  - 1 .0

0 - 0.4 32/19 23/20 17/31 16/34 16/35 13/43

0.5 33/19 23/20 18/30 16/35 16/36 13/44

0 . 6 35/19 24/20 19/28 17/35 17/36 15/41

0.7 43/18 32/18 25/27 21/34 21/34 18/40

0 . 8 54/11 42/13 40/18 36/24 34/27 31/32

0.9 79/2 75/1 72/2 71/6 69/6 68/7

were undertaken. The first experim ent utilized one-pass training. The second experi­

ment used the constructed classes to test the same image set. but in a different input 

sequence. The results showed th a t during the second experim ent there were no new 

classes created. The accuracy was also improved slightly. The results showed that 

LSCAX networks were trained well during the first pass. The network was not tuned 

for the best conditions for either high accuracy or low num ber of classes. The purpose 

of these experim ents was to observe the trends of accuracy and number of created 

classes while increasing the size of an image set. The control param eters used in these 

experim ents were 3 =  15. A =  6 . ~ =  7. v  =  0.08. p =  0.14. rp = 0.14. rc = 0.85. 

i)p = 0.3, and 0C =  0.7. The results are shown in Figure 5.9.

5.1.7 C onclusion

T he experiments had dem onstrated th a t LSCAX networks have capabilities to 

learn patterns to perform classification tasks. The LSCAX networks can be tuned to
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Figure 5.9: The Experiments for Large Image Sets

perform high accuracy demanded tasks as indicated in Table 5.2 a t the cost of higher 

number of classes. However, the experiments showed that the LSCAX networks 

displayed good learning capabilities. One-pass learning is very im portant in some 

working environments, if there is only one chance to  learn the input patterns. In the 

cases of the experiments for larger image sets, the accuracies were improved slightly. 

These were due to the shared patterns had better representations for some particular 

digit images a t the second pass. If this is the case. then, improving the pattern  

representations can improve the accuracy and reduce the number of created classes.

5.2 Rule-Guided Classification

Rule-guided classification uses rules to classify the class types of the input 

digit images. There are different ways to  extract rules from the digit images. In this 

case study, a scan-path is used to develop cognitive rules. The scan-path m ethod 

scans each image directly a t a specific area to evaluate a specific rule. This m ethod 

is simple to develop and dem onstrates the ability to  incorporate rules into LSCAX 

models.
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5.2.1 N etw ork Structure

The network s truc tu re  contains two layers as shown in Figure 5.10. The rule 

layer contains a fixed num ber of rules. These rules are predefined. Their inputs are 

from the input image plane. Some rule extraction algorithm s are used to detect the 

existence of rules. A rule node has an input of 1 if there is a rule extraction algorithm  

detects a rule. At the rule layer, there are some bias nodes which are connected to 

each classification node a t the classification layer. These bias nodes have no inputs 

from the image plane and always have the values of 1 . The purpose of the bias nodes 

is two fold. One purpose is to represent a class if there has no rule node which is 

activated by a rule ex traction  algorithm . The o ther purpose is to  make each of the

classification nodes distinguishable from each other if they have different combinations 

of the rule-node activations. This is required based on the results of the training of 

each classification node.

At the classification layer, there is no classification node in the initial state. 

A new classification node is created if there is no existing classification node which is 

activated by the input rule nodes. However, the classification node which represents 

any unclassified digit images is created only once.

5.2.2 R u le  E xtraction

The rule extraction algorithm s are used to detect the features of a digit image 

as follows:

•  change from one segment to two segments w ith continuity.

•  change from two segments to  one segment w ith continuity.
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Figure 5.10: The Proposed Rule-Guided Network

•  change from two segments to  one segment without continuity.

•  change from one segment to two segments with no connection.

•  only one segment from top to  bottom .

•  only one segment from left to right.

•  bottom  half has a short stroke.

•  upper right has a short stroke.

•  upper left has a short stroke.

•  vertical center has three segments, and

•  down left side has an angle.
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Based on the features of all of the digit images, the following 15 rules are used 

detect the features in the input digit images:

1 . Only one segment from top to bottom .

2. Only one segment from left to right.

3. Upper half changes from one segment to two segments with continuity.

4. Bottom half changes from one segment to  two segments with continuity.

5. Left half changes from one segment to two segments with continuity.

6 . Right half changes from one segment to  two segments with continuity.

7. Upper half changes from two segments to  one segment with continuity.

8 . Bottom half changes from two segments to one segment with continuity.

9. Vertical center has three segments.

10. Upper half changes from two segments to one segment w ithout continuity.

11. Upper left side has a short stroke.

12. Bottom half has a short stroke.

13. Bottom left side has an angle.

14. Upper right side has a short stroke.

15. Upper half has two vertical strokes.
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Table 5.4: The Purposes of The Rules

Rule Xo Good for the digits

1 1

2 1

3 0. 2. 3. 7, 8 , and 9

4 0. 3. 5. 6 . and 8

5 0. 4. 6 . and 9

6 0. 2. 6 . 7. and 9

7 8  and 9

8 6  and 8

9 2. 3. 5. 6 . and 8

1 0 2. 3. and 7

11 6

1 2 1. 7. and 9

13 4

14 5

15 4
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The purpose of each rule is shown in Table 5.4. From T ab le  5.4. it shows several 

digits share one rule. However, using of a set of com binational rules can identify one 

digit from the others. If each rule can perfectly detect th e  feature for its own pur­

pose. then the 15 rules are sufficient and efficient to classify all digits. The sufficiency 

means no more rules are needed. The efficiency means less classes are generated with 

high accuracy of classifications. However, hand-printed d ig its  do not perfectly obey 

these rules. Here, the qualities of ideal rules are discussed before looking into the real 

problems.

The outcom es of rules have strong influence o n  the performance of the 

systems. Some guidelines are required to establish the rules. Ideal rules have the 

following qualities:

•  each unique rule represents only one unique feature.

•  for each feature of a digit there is a rule to  detect it.

•  each rule is exclusive from the other rules, and

•  no rule leakage for each rule.

In the actual case of the NIST hand-printed digit im ages shown in Appendix D. 

extracting ideal rules may be infeasible. For example, in Figure 5.11 shows some 

zeros with broken curves. Rules 3 and 6  fail to detect the change from one segment 

to two segments with continuity. All rules face unpredictable problems:

•  orientations of the same feature,

•  locations of the same feature.
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o n c o t
Figure 5.11: Examples of Defective Digits

•  availability of a feature.

•  relations of a feature with the others.

•  broken writing.

•  thickness of writing.

•  noise, ink infusion, ancl

•  incomplete images.

The rules have to be tuned to find the best fit for some potential problems. However, 

all of the rules can not cover all of the problems. Table 5.5 shows the experiments 

implemented for each rule alone against the same digit. The numbers in the table 

represent the num ber of misdetected cases, or features not available, of a rule for the 

corresponding digit. The d a ta  show no rules which are perfectly exclusive and all 

rules have leakage. The da ta  in Table 5.5 are also plotted in Figures 5.12 to 5.26. 

The point here is th a t LSCAX can learn to accom m odate these deficiencies.
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Table 5.5: The Rule Misdetections

Ruie 0/406 1/404 2/378 3/384 4/331 5/209 6/369 7/347 8/304 9/339

1 405 5 368 376 329 186 353 311 302 327

2 406 35 377 384 313 209 369 344 304 338

3 38 404 139 93 317 140 361 107 265 289

4 36 404 334 185 214 97 158 347 280 309

5 28 397 289 380 225 2 0 2 72 343 214 162

C 58 403 320 299 279 204 287 53 201 147

7 74 404 268 378 323 203 353 347 132 129

8 49 404 336 372 327 199 294 347 49 242

9 347 401 219 15 254 63 124 314 80 70

10 403 404 94 90 194 136 369 81 301 224

11 367 4 272 272 301 65 9 291 290 323

12 397 5 336 335 80 166 299 2 255 13

13 393 382 347 353 24 175 354 156 201 17

14 394 395 374 383 300 2 2 206 346 269 319

15 387 400 329 315 50 106 64 304 237 282
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Figure 5.12: Misdetections for Rule 1

Figure 5.13: Misdetections for Rule 2

Figure 5.14: Misdetections for Rule 3

Figure 5.15: Misdetections for Rule 4

Figure 5.16: Misdetections for Rule 5

Figure 5.17: Misdetections for Rule 6

o-m*

Figure 5.18: M isdetections for Rule 7

Figure 5.19: Misdetections for Rule 8
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Figure 5.20: M isdetections for Rule 9

Figure 5.21: M isdetections for Rule 10

Figure 5.22: M isdetections for Rule 11

Figure 5.23: Misdetections for Rule 12

Figure 5.24: Misdetections for Rule 13

Figure 5.25: Misdetections for Rule 14

Figure 5.26: Misdetections for Rule 15
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5.2.3 Class Creation

A new class is created in two cases. One case is when there are no classes in 

the classification layer. The other case is tha t there are no existing classes activated 

by the activation rules. A new class has connections to the all rule nodes. Initially, 

all of the connections have the weights of 1 . The new class node is trained at the tim e 

of creation by using the Equations 3.11 and 3.12. The activation threshold is set 

a t 0.75. After training, each classification node uses the Equation 3.2 to determ ine 

w hether the activated input rule nodes are sufficient to activate the corresponding 

classification node.

5.2 .4  Classification E xperim ents

Input digit images were arranged in random sequences for all of the experi­

ments. For one size of digit images, only one random sequence was generated. Two 

d a ta  sets were used for small and large d a ta  set experiments. The small data  set uses 

the 8 8  images as shown in Figure 5.1. The large d a ta  set uses all 3.471 digit images. 

The small d a ta  set was conducted for the experiments to observe how effectively the 

rules change the number of classes created and the number of misclassified classes 

while more rules were used. Table 5.6 shows the experiment results. The row of 

"'Class" shows the number of classes created. The row of "Missed” shows the num ber 

of misclassified classes. The “%“ rows show the percentage of created classes and 

the percentage of accuracy against the  to tal input images. Table 5.6 also indicates 

which rule has a better improvement. For example, when the rule 5 added into the 

group of rules from 1 to 4, the accuracy jum ped from 40% to 63%. At the right end 

of this table, when the accuracy reached to 99%. no more improvement can be done.
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Table 5.6: The Effectiveness of The Rules

Number of rules applied

1 2 3 4 5 6 7 8 9 1 0 11 1 2 13 14

Class 2 2 4 6 10 14 17 2 0 26 34 38 42 43 46

% 2 2 5 7 11 16 19 23 30 39 43 48 49 52

Missed 77 6 8 60 53 33 32 25 23 15 6 4 I 1 1

Accuracy % 13 23 32 40 63 64 72 74 83 93 95 99 99 99

/*i
i

Figure 5.27: Experim ents for Increasing Num ber of Rules

However, more rules applied the higher accuracy for the large d a ta  set. The graphical 

illustration is shown in Figure 5.27.

The experiments for the large data  set were observed for what was the effec­

tiveness of increasing the number of input digit images while the number of rules were 

fixed. The input digit images were increased for every 350 images started  from 350 

images. The experiments used 14. 15 rules, and 9 selective rules (1 . 3. 5. 7, 9. 10. 1 1 .

12. 14). The Tables 5.7. 5.8. and 5.9 show the experiment results. The graphical
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Table 5.7: Experim ent Results Using The F irst 14 Rules

Xumber of input images

350 700 1050 1400 1750 2 1 0 0 2450 2800 3150 3471

Class 157 249 318 369 416 439 476 506 536 554

% 45 36 30 26 24 2 1 19 18 17 16

Missed 35 74 1 2 0 170 249 370 370 386 468 470

Accuracy % 90 89 89 8 8 8 6 82 85 8 6 85 8 6

illustrations are shown in Figure 5.28. Figure 5.29. and Figure 5.30. These three 

experim ents show th a t the num ber of created classes decreased in percentage. From 

Table 5.9. the num ber of classes stopped to increase while the num ber of input digit 

images reached 2.450. From the trends of the three experim ents, for a fixed num ber 

of rules, the num ber of classes created might be saturated  while the number of input 

digit images continues to increase. The accuracy in percentage shows a small varia­

tion in the three experim ents. It appears to be stable while inpu t images increased 

into larger numbers.

5.2.5 C onclusion

From the im plem ented experiments, rule-guided classification showed an ef­

ficient way to perform this kind of recognition task. The perform ance of the classi­

fication system depends on the rule-extraction algorithm s which in turn rely on the 

qualities of the input digit images. LSCAX can learn to provide very good perfor­

mance if the rule-extraction algorithm s are even ju s t reasonably accurate.
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Figure 5.28: Experim ents Using The First 14 Rules

Table 5.8: Experim ent Results Using All 15 Rules

Number of input images

350 700 1050 1400 1750 2 1 0 0 2450 2800 3150 3471

Class 168 264 349 406 459 495 541 581 611 638

% 48 38 33 29 26 24 2 2 21 19 18

Missed 30 6 8 105 154 223 338 344 357 417 420

Accuracy 9c 91 90 90 89 87 84 8 6 87 87 8 8
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Figure 5.29: Experiments Using All 15 Rules

Table 5.9: Experiment Results Using The 9 Selective Rules

Number of input images

350 700 1050 1400 1750 2 1 0 0 2450 2800 3150 3471

Class 65 1 0 1 108 1 2 2 125 129 139 144 144 144

7c 19 14 10 9 7 6 6 5 5 4

Missed 97 189 251 383 526 620 838 707 822 1003

Accuracy % 72 73 76 73 70 70 6 6 75 74 71
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Figure 5.30: Experim ents Using T he 9 Selective Rules 

5.3 C om pare Pattern-B ased to  R ule-G uided Classification

From the viewpoint of network architecture, bo th  pattern-based and  rule- 

guided classification networks are sim ilar to each other a t the top layer. From the 

viewpoint o f performance, both have advantages and disadvantages. Pattern-based 

classification can use the control param eters to  tune the network to have high or low 

classification accuracy. The number of created classes varies accordingly. Rule-guided 

classification networks have no such control param eters. Once the rule extraction 

algorithm s have completed, there is not much room for tuning. Xonethelss. different 

com binations of rules can change the classification accuracies and the num bers of 

created classes. Pattern-based classification system s have one more advantage over 

rule-guided classification systems. P attern-based  classification systems are free from 

image noise. Image noise are ignored at the process of p a tte rn  formation. On the 

o ther hand, image noise can make rule algorithm s perform more poorly.
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As the count of num ber o f connections is concerned, rule-guided classification 

networks use less connections. Each classification node has connections of the num ber 

of rules plus the number of bias nodes. Each classification node has a fixed number of 

connections. On the other hand, each pattern-based classification node has a variable 

connections to a number of PDM s. which depending on the number of patterns ex­

tracted  from the feature planes. Furtherm ore, each PDM  has A'(2A +  1 ) connections 

to the feature planes, where K is the num ber of feature planes. The larger size of A. 

refer to the Figure 2.5. the larger num ber connections is required.

At the feature extraction layer, pattern-based classification networks require 

more com putational power than  rule-guided classification networks. Each rule needs 

to scan one time on a particular area on each input image. Let the size of the input 

image be M N  pixels. For each rule, it needs A/'.V' com putational operations, where 

M ' < M  and N '  <  A . The to tal num ber of com putational operations is R M 'N ' .  

where R is the number of rules. For feature extractions, each location on a feature 

plane has 32 com putational operations. Then the to ta l number of com putational 

operations is I \ M N 3 2.

5.4 Summary

In this Chapter, pattern-based and rule-guided classification m ethods were 

applied to classify hand-printed digit images. Both approaches showed the the flex­

ibilities of LSCAX networks to perform one task in different ways. T he LSCAN 

networks were configured here to meet the needs of large-scale learning environments.
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PARADISE [3] is one of the pattern-based classification networks. It was first 

used in Banarse's dissertation for digit image classifications. LSCAX can be used 

for a similar approach to implement the same task. The architecture of PARADISE 

is compatible with LSCAX E-nodes. Each classification node and PDM are trained 

individually. This kind of approach resembles localist networks. There are no hidden 

layers need to be trained. Therefore. LSCAX is a good candidate to implement 

the task. In alternative. LSCAX networks can implement rule-guided classifications. 

Tho'se two approaches dem onstrate the  flexibilities of LSCAX networks which can be 

configured to meet different requirem ents.
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C H A P T E R  6 

A PPLIC A TIO N  TO RO U TIN G  N ETW O R K S

The purpose of this case study is to dem onstrate the capabilities of LSCAN to 

build LSCAN networks to replace the regular routing tables using Border Gateway 

Protocol version 4 (BGP4). The knowledge of routing inform ation develops while 

new routes are detected. The LSCAN routing networks not only provide the best 

path for each IP network destination, they also provide the second best p a th  for the 

same IP network destination. The second best path  is not part of BGP4 standard . It 

is provided for the illustrative purposes in this case study. Nonetheless, the LSCAN 

networks built in this case study do not cover all aspects of BGP4.

6.1 Introduction

The Border Gateway Protocol (BGP). defined in RFC 1771. allows network 

adm inistrators to create loop-free inter-domain routing between autonom ous systems. 

An autonomous system  (AS) is a set of routers under a single technical adm inistration. 

Routers in an AS can use m ultiple interior gateway protocols to exchange routing in­

formation inside the AS and an exterior gateway protocol to route packets outside the 

AS. BG P version 4 is a classless routing protocol. Each BGP router uses aggregated 

IP addresses to route network messages. An IP address can be aggregated into an 

any bit length between 1 and 32 to  specify a network IP address.
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BGP uses T C P  as its tran sp o rt protocol (port 179). Two BGP speaking routers 

form a TC P connection between one another (peer routers) and exchange messages 

to open and confirm the connection param eters. BGP routers will exchange network 

reachability inform ation, this information is m ainly an indication of the full paths 

(BGP AS numbers) th a t a rou te  should take in order to  reach the destination  net­

work. This inform ation will help in constructing a graph of ASs th a t are loop-free 

and where routing policies can be applied in order to enforce some restrictions on the 

routing behavior.

Any two routers th a t have formed a T C P connection in order to exchange BGP 

routing inform ation are called peers, they are also called neighbors. In th is text, peer 

and router may be used as synonyms. BGP peers will initially exchange their full 

BGP routing tables. From then  on incremental updates are sent as the routing table 

changes. BGP keeps a version num ber of the BG P table and  it should be the same 

for all of its BG P peers. The version number will change whenever BG P updates the 

table due to some routing inform ation changes. Keep-alive packets are sent to ensure 

that the connection is alive between the BGP peers and notification packets are sent 

in response to errors or special conditions.

If one AS has multiple BG P speakers, it could be used as a transit service for 

other ASs. It is necessary to  ensure reachability for networks within an AS before 

sending the inform ation to o th er external ASs. This is done by a com bination of 

Internal BGP (IB G P) peering between routers inside an AS and by redistributing 

BGP information to  Internal G atew ay Protocols (IGP) running in the AS. All BGP 

speakers running between any two different ASs use Exterior BGP (EB G P).
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Figure 6.1: The BGP Finite State Machine

6.1 .1  B G P  F in ite  State M achine

This section briefs BGP operation in term s of a F inite  State Machine (FSM). 

One BGP peer in order to make a connection with its neighbor peer goes through 

different states. Initially, a BG P is in the Idle state. Once the connection between 

two peers is completed, the BG P is in the Established s ta te . Figure 6.1 illustrates 

relations of all states. A brief description for each state is given as:

Idle state: In this state. BGP refuses all incoming BGP connections. Xo resources 

are allocated to the peer. In response to the S tart event (initiated by either 

system or operator) the local system initializes all BG P resources, s ta rts  the 

Connect-Retry timer, initiates a transport connection to other BGP peer, while
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listening for connection that may be initiated by the remote BGP peer, and 

changes its s ta te  to Connect. The exact value of the Connect-Retry tim er is a 

local m atter, but should be sufficiently large to allow T C P initialization.

C onnect state: In this state, BGP is waiting for the transport protocol connection 

to be completed. If the transport protocol connection succeeds, the local sys­

tem clears the Connect-Retry timer, completes initialization, sends an OPEN 

message to its peer, and changes its s ta te  to OpenSent.

If the transport protocol connect fails (e.g.. retransmission timeout), the local 

system restarts the Connect-Retry timer, continues to listen for a connection 

th a t may be initiated by the remote BGP peer, and changes its state to Active 

state.

A ctive state: In this state. BGP is try ing to acquire a peer by initiating a trans­

port protocol connection. If the transport protocol connection succeeds, the 

local system clears the Connect-Retry tim er, completes initialization, sends an 

OPEN message to its peer, sets its Hold Tim er to a large value, and changes 

its s ta te  to OpenSent. A Hold Timer value of 4 minutes is suggested.

In response to the Connect-Retry timer expired event, the local system restarts 

the Connect-Retry timer, initiates a transport connection to other BGP peer, 

continues to listen for a connection that may be initiated by the remote BGP 

peer, and changes its state to Connect.

If the local system detects th a t a remote peer is trying to establish BGP con­

nection to it, and the IP address of the rem ote peer is not an expected one, the 

local system restarts the Connect-Retry tim er, rejects the attem pted connec-
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tion. continues to  listen for a connection th a t may be in itia ted  by the remote 

BGP peer, and stays in the Active state.

O penSent state: In this state. BG P waits for an  OPEN message from its peer. 

When an OPEN message is received, all fields are checked for correctness. If 

the BG P message header checking or OPEN message checking detects an error, 

or a connection collision the local system sends a NOTIFICATION message and 

changes its s ta te  to  Idle.

If there are no errors in the O PEN  message. BG P sends a  KEEPALIVE mes­

sage and sets a Keep-Alive tim er. The Hold Tim er, now is replaced with the 

negotiated Hold Tim e value. If the negotiated Hold T im e value is zero, then 

the Hold Time tim er and Keep-Alive timers are not started . If the value of the 

Autonomous System field is the same as the local Autonomous System number, 

then the connection is an " in te rn ar connection: otherwise, it is "external". This 

effects UPDATE processing as described below. Finally, the s ta te  is changed to 

OpenConfirin.

If a disconnect notification is received from the underlying transport protocol, 

the local system closes the BGP connection, restarts the Connect-Retry timer, 

while continue listening for connection that m ay be initiated by the remote BGP 

peer, and goes into the Active state.

If the Hold T im er expires, the local system sends NOTIFICATION message 

with error code Hold Timer Expired and changes its s ta te  to  Idle.

OpenConfirm  state: In this state. BG P waits for a  KEEPALIVE or NOTIFICA­

TION message. If the local system receives a KEEPALIVE message, it changes
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its s ta te  to  Established.

If the Hold T im er expires before a KEEPALIVE message is received, the local 

system sends NOTIFICATION message w ith error code Hold Timer Expired 

and changes its s ta te  to Idle.

If the local system receives a N O TIFICA TIO N message, it changes its s ta te  

to Idle. If a disconnect notification is received from the underlying transpo rt 

protocol, the local system changes its state to  Idle.

E stab lished  state: In the Established state. B G P  can exchange UPDATE. NO­

TIFICATION. and KEEPALIVE messages w ith its peer. If the local system 

receives an UPDATE or KEEPALIVE message, it restarts its Hold T im er, if 

the negotiated Hold Tim e value is non-zero.

If the local system receives a N O TIFICA TIO N  message, it changes its s ta te  to 

Idle.

If the local system receives an UPDATE message and the UPDATE message 

error handling procedure detects an error, the  local system sends a N O T IFI­

CATION message and changes its s ta te  to Idle.

If a disconnect notification is received from the underlying transport protocol, 

the local system  changes its s ta te  to  Idle.

If the Hold T im er expires, the local system sends a NOTIFICATION message 

with Error Code Hold Timer Expired and changes its s ta te  to  Idle.
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6.1.2 B G P  D ecision M aking

W hile all BGP peers are in the Established state, each peer receives new route 

or updated route information using the update messages from its neighbor peers. Each 

new route or updated route is examined against the existing routes which have the 

same network ID and initial router. The best route is selected and advertised to its 

neighbor peers. One route which is advertised by a peer to its neighbor peers might 

be returned to the same peer. In this case, the original advertising peer detects its 

own AS ID in the AS Path  param eter in order to avoid route loops. BGP uses several 

param eters to make the decision of which route is the best route according to the 

BGP configurations. The param eters which are used for the best route choice are 

briefly described as:

W e ig h t: This is a Cisco defined a ttribu te . The weight is assigned locally to the 

router. It is not propagated or carried through any of the route updates. A 

weight can be a number from 0 to 65535. Paths that the router originates have 

a weight of 32768 by default and other paths have a weight of zero.

L ocal P re fe re n c e :  Local preference is an indication to the AS about which path is 

preferred to exit the AS in order to reach a certain network. A path  with a 

higher local preference is more preferred. The default value for local preference 

is 100. Unlike the weight a ttrib u te  which is only relevant to the local router, 

local preference is an a ttrib u te  tha t is exchanged am ong routers in the same 

AS.

A S p a th :  Whenever a route update passes through an AS. the AS num ber is preap­

pended to that update message. The AS-Path a ttrib u te  is actually the list of
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AS numbers that a route has traversed in order to reach a destination. An 

AS-SET is an ordered m athem atical set of all the AS that have been traversed.

Origin code: The origin is a  m andatory a ttrib u te  that defines the origin of the path  

information. The origin a ttrib u te  can assume three values:

IGP: Network Layer Reachability Information (NLRI) is interior to the orig­

inating AS. This normally happens when we use the BG P network com­

m and or when IG P is redistributed into BGP. then the origin of the path  

information will be IGP. This is indicated with an "i" in the BGP table.

EGP: NLRI is learned via EG P (Exterior Gateway Protocol). This is indicated 

w ith an "e" in the BGP table.

INCOM PLETE: NLRI is unknown or learned via some other means. This 

usually occurs when we redistribute a static route into BG P and the origin 

of the route will be incomplete. This is indicated with an “?” in the BG P 

table.

M ED: M ultLexit.discrim inator (MED for BGP4). or Metric a ttribu te , is a h in t to 

external neighbors about the preferred path  into an AS. This is a dynam ic way 

to influence another AS on which way to choose in order to reach a certain route 

given th a t we have multiple en try  points into that AS. A lower value of a m etric 

is more preferred.

Unlike local preference, metric is exchanged between ASs. A metric is carried 

into an AS but does not leave the AS. W hen an update enters the AS w ith a 

certain metric, that m etric is used for decision making inside the AS. W hen the 

same update is passed on to a th ird  AS. that metric will be set back to 0. The
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M etric default value is 0.

The decision making sequence is given as:

1. If N'extHop is inaccessible do not consider it.

2. Prefer the largest Weight.

3. If same weight prefer largest Local Preference.

4. If sam e Local Preference prefer the route th a t the specified rou ter has originated.

5. If no route was originated prefer the shorter AS path.

6 . If all paths are external prefer the lowest origin code (IG P ;E G P iI\C O M P L E T E ).

7. If origin codes are the same prefer the path w ith the lowest MED.

8 . If path  is the same length prefer the External path  over Internal.

9. If IG P synchronization is disabled and only internal path rem ain prefer the  path 

through the closest IG P neighbor.

1 0 . Prefer the route with the lowest ip address value for BG P rou ter ID .

Figure 6.2 illustrates the sequence of how a best route is selected. The last decision 

making picks the path  coming from the BGP peer which has the lowest IP  address 

no m atte r what conditions are.

6.2 Network Topology

T he hypothetic back-bone routing network contains six A utonom ous Systems 

as shown in Figure 6.3. The six AS are numbered as: AS 1 0 . AS20. AS30, AS40.
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Figure 6.2: The BGP Decision Making Flow Chart
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AS50. and AS60. AS 10 has three routers: RTA. RTB. and RTF. RTF is an internal 

router which does not speak to any router outside of AS 10. RTF is not considered 

in this case study. The other autonom ous systems. AS20 through AS60. contain one 

BG P router in each AS. EB G P is used between the BGP peers.

W ithin each autonom ous system, each internet address is prefixed with a 

letter of E, L. or 5. The le tter E  represents the interface between the two routers 

using Ethernet. The letter L represents the interface between the two routers using 

LoopBack connection. LoopBack interface is a software-only interface which emulates 

an interface th a t is always up. The letter S  represents the interface between the two 

routers using Serial connections. The first one-digit number following the letter is 

the interface slot number on the router. The second one-digit num ber following the 

first one-digit number is the interface port number on the router. For example. S2/1 

means serial interface with slot number 2  and port number 1 .

6.3 BG P Configurations

BGP routing policy is controlled by the configuration of each router. Through 

the configuration, each router makes the decision of selecting the best path for each 

destination. The configuration controls many aspects of how each route flows among 

BGP peers through BGP commands and attributes. The complete configurations of 

each router in Figure 6.3 are given in Appendix A. Here, some of the BG P commands 

and attributes are given in brief explanation.

ip address ip-address mask : This is an interface command that configures an inter­

face with an IP address/m ask tuple.
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Figure 6.3: Case S tudy Back-Bone Network Topology
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ip classless: This com m and enables the router to forward packets th a t are destined 

for unrecognized subnets of directly connected networks.

ip subnet-zero: This global configuration command is necessary in case the inter­

faces o f the subnet-zero subnets are configured.

neighbor: This com m and is used to define the BGP neighbor connection param eters 

and policies between this router and its peers.

network network-number network-maskz The network command controls w hat net­

works are originated by this AS. This command is not try ing to run BG P on a 

certain  interface, ra ther it is trying to indicate to  BGP what networks it should 

originate from th is AS. The mask portion is used because B G P4 can handle sub­

netting  and supernetting . A maximum of 200 entries of the network com m and 

are accepted.

rem ote-as: This com m and, when used with the B G P neighbor com m and, specifies 

the AS number of the rem ote BGP peer.

route-m ap: Route m ap is a m ethod used to control and  modify routing information. 

This is done by defining conditions for redistributing routes from one routing 

protocol to another or controlling routing inform ation when injected in and out 

of BGP.

synchronization: If an  autonom ous system is passing traffic from another AS to a 

th ird  AS, BGP should not advertise a route before all routers in the transit AS 

have learned abou t the route via IGP. BGP will wait until IG P  has propagated
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the route within the AS and then will advertise it to external peers. This is 

called synchronization.

update-source interface'. This command, when used with the BG P neighbor com­

mand. specifies the interface to be used as a source IP address of the BG P 

session with the neighbor.

6.4 B G P Path Flow

During a BGP session, each active BGP router receives update messages. For

any IP network within an AS. a  BGP rou ter originates the advertisement of a specific

IP network to its peers. Then this IP network with its a ttrib u te  and path  information 

are examined at each receiving peer. This incoming IP  network is advertised to the 

neighbors of the receiving peer in two cases:

1. The incoming IP network is new to  the receiving peer.

2. The path  of the IP network is the best path compared to the other paths of the 

same IP network.

In the first case, a new IP network to the receiving peer is accepted and advertised 

automatically. This is because there has no other paths to be compared. The complete 

path flow information for each router is given in Appendix B. Each path carries the 

information of Origin. Network. Next Hop. Local Preference. W eight. Metric, and 

AS-Path. Under the Origin column, two information are shown. On the left side, it 

shows the router names. On the right side, some special characters are used to m ark 

the sta tus of each path. Those special characters are explained as:
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“ > ” This character marks the path which is the best path  and is advertised to the 

neighbor peers.

This character marks the path which is the second best path and is added into 

the routing table. This option is for this case study only and it is not part 

of BGP. The second best path in not advertised by the router to its neighbor 

peers.

“ !” This character marks the path which is dropped out of advertisement.

This character marks the path  which is a  valid path.

“ A ”  This character marks the path as a default path.

The network column contains the network ID or IP addresses where BG P 

routers originate them. Each network ID contains one IP address and a number of 

mask bits. For example. 128.203.0.0/16 has 16 mask bits or the mask is 255.255.0.0. 

The mask is used to routing all packets w ith more specific IP addresses to the network 

128.203.0.0.

The next hop column contains the neighbor peers from which the paths flow 

into the receiving router. The next hop is also used to routing a data packet to the 

destination. However, for clarity purpose, the router RTB (refer to the AS10 in Fig­

ure 6.3) is the next hop of the router RTA and the same for the router RTA. Since 

RTA and RTB both are in the same autonom ous system, they communicate with 

each other using IBGP. In BGP. any next hop is outside of the AS. For example, the 

router RTB learns external paths from the router RTC through the router RTA. The 

next hop of RTB is RTC. not RTA.
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The A S-Path column shows how m any AS have been passed through for each 

path. When an IP network is advertised by a BGP router, the router preappends its 

own AS ID in the AS-Path attribu te . If a path  flows back to any router which had 

advertised the path, the rou ter rejects th is path. Therefore, it prevents a loop to  be 

happened. The letter “i" denotes th a t the  path  is learned through IBGP.

6.5 Construct LSC A N  N etw orks

The main goal of constructing LSCAN networks is to establish the feasibil­

ity and performance for a learning network in this environment. The final routing 

networks for the router RTA is shown in Figure 6.4. The other routing networks are 

provided in Appendix C.

In this case study, the router RTA is taken as the example to build all re­

lated networks. At routing time, each destination IP address is required to com pare 

to the all IP network addresses which were originated by the BG P routers. Tak­

ing an example in Figure 6.5. the destination  IP address Des_XetID may conta in  a 

more specific IP  address which is a subnetw ork of the network which RTA originated. 

Then the network mask Mask_RTAl has to be applied to Des_XetID in order to gen­

erate a super-network IP address Des_MaskXetID. Then, the Des_MaskNetID is com­

pared to the originated network Net_201.250.13.0 which has a value of 201.250.13.0. 

If Xet_201.250.13.0 and Des_MaskXetID are matched, the E-node M atchXet_RTAl 

is fired. If Xet_201.250.14.0 and Des_MaskXetID are matched, the E-node M atch- 

Xet_RTA2 is fired. Both \IatchX et_R T A l and MatchXet_RTA2 are ORed o n to  the
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Default

atchNet_RTAT3\CMatchNet_RTB )̂ \CMatchNet_RTD )̂ /C\f^h_DefauItT^)

(Ma^hNet_RTA2^) <^M^chNet_RTC^) (^MatchNet_RTH^) (^Match.DefaukF^

All inbound links are OR links

Figure 6.4: The RTA Routing Networks

f t
f  CNotMatch_RTAT̂ > f <NotMatch_RTA2^

C M ^hN et_R T A T > CMatchNet_RTA2^)

C ^ e t ^  1 .2 5 0 4 3 /^  C D e ^ la s k N e t H ^  C N etllO l,2 5 0 4 A 0 >

C^asked_D esR T A L^> C \ 4a.sked_DesRTA2 ^

C ^ s k _ R T A T >  (^ D es_ N etlD ^ ) CM ask_RTA2^

Figure 6.5: The RTA D estination Matching Networks
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t t
<CNotMatch_RTB^> <CMatchNet_RTB^)

CNetl201.250J5^0> < ^ t e ^ _ D e s R T ^

C Mask.RTB^ )  C j ^ s_ N etIlP >

Figure 6 .6 : The RTB Destination Matching Networks 

E-node D_RTA which leads the routing to the router RTA as shown in Figure 6.4.

The destination m atching networks for the router RTB is shown in Fig­

ure 6 .6 . The destination matching networks for the routers RTC. RTD. RTE. RTG. 

and RTH are given in Appendix C.

6.5.1 Initialize L SC A N  Networks

In order to build the routing and the destination matching networks for 

each router, some of the LSCAN networks are constructed at the beginning based 

on the knowledge given in the configurations. The first network to be built is the 

AIl_NextHops network as shown in Figure G.7. This network contains generic E-nodes 

for the neighbor peers. If the E-node All_NextHops is activated, it triggers the E- 

nodes from NextHopl to  NextHopN. The values of NextHopX are the names of the 

routers. For example. RTA has two neighbors. RTB and RTC. Next, the value of 

N extHopl is RTB and the value of NextHop2 is RTC. Each E-node of NextHopX 

activates its own a ttrib u te  E-nodes: NHJDX. NH_LPrefX. and NH_MEDX which 

represent network ID. local preference, and MED respectively as shown in Figure 6 .8 .
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(A ILN extSj)

Figure 6.7: The All Next Hop Network

t t t
NH.LPrefX) (NH MEDX

QNextHopJp

Figure 6 .8 : The Next Hop X Network

The E-node Empty_NextHop in Figure 6.7 is a functional E-node to detect if there is 

no valid next hop which is connected to this host router. T he E-node AlIJNextHops 

carries a count for how many next hops are connected.

Refering the Section 6.1.2. the first condition of the decision m aking is the 

accessibility of the next hop. The Find Next Hop Network is required to make up 

the decision of w hether an incoming path should be dropped out of consideration. 

Figure 6.9 illustrates the network.

The next step  is to build an All_Routes network as shown in Figure 6.10. Ini­

tially. this network has only two E-nodes, the AIl_Routes E-node and the Em pty_Route 

E-Node, only. Em pty .Route is active only if the value of All-Routes is 0. This net­

work grows as more new routes are received. Each valid new route is added into this
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Figure 6.9: The Find Next Hop Network

f t t
(^^RouteT^) C ^R oute2^ )  • • - • CEmpty_Route)

All Routes,

Figure 6.10: The All Route Network

network as illustrated in Figure 6 .1 0 . the route is added as R outel. Route2 etc.

Next, each route is constructed as in Figure 6.11. In order to construct a new Rou- 

teX network, the incoming route has to  be compared to all existing routes. The two 

routes are same if they have the same origin, come from the same next hop. and have 

the same AS paths as shown in Figure 6.12. If there is no existing route m atches 

the incoming route, then a new route network is constructed by the construct route 

network as shown in Figure 6.13. The E-node C onstruct (Route) is a system E-node 

which builds the RouteX network. Find Route network, and All_Routes network 

based on the script of Route. The Route script carries all required information to
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|  (R_NextHop! R MedXR NetlDX R PathX

R ProtocolR LocPrefX,

RouteX

Figure 6.11: The Route X Network

(E q ji >athT) A

(^Tn^rigin^) (jpiextffo^) (jn^ASPath

(Rnd_Routen)

W (s Find_Route/) vNotFind_Route; y

Find_Route|) A

R_Ongml R Path!

Figure 6.12: The Find Route Network
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t

Figure 6.13: The Construct Route Network

Empty_NetNet2Netl

Ail Nets

Figure 6.14: The All Net Network 

build the mentioned networks.

For each route or path, if there is one network ID which is discovered as 

a new network ID to the host router, then this new network ID is added into the 

corresponding destination matching network. The all-nets network, find-net network, 

and construct-net network are for this purpose as shown in Figures 6.14. 6.15, and 

6.16.

The network builds the construct-default network. If the incoming network 

ID is equal to the default network ID and the default network is not defined yet, then 

the E-node Construct(DefauIt) is activated as shown in Figure 6.17. The activities of 

Construct(D efault) generate the default network and the default matching network 

as shown in Figures 6.18 and 6.19. The script Default gives all information to build
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In N etID N et2N e tl

Figure 6.15: The Find Xet Network

t f
V  C ^ n s tr u c t ( N e U ^ )  (^ o n s tru c tl  NetM atchjng}^1 \J

(^NotFind _NeT)

Figure 6.16: The Construct Net Network

t
CConstruct( Default^)

C^EQDefaujT^) CUnDef_Defau|t)

In NetID )  C DefauItID

Figure 6.17: The Construct Default Network
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t 1

CNet_180.180.0^0^ CMasked_DesDeft^) C^otMatch_AnyNet

(^M^h_DefaultT^) (^Match_Defouk2^)

( ^ a ^ D e f a u k }  C ^ ^ s N etlD ^) CNotMatch_RTAT^) CNotMatch_F

CNotMatch_RTB^> CNotMatch_RTC^) CNotMatch

C N otM atch_R T^> C5otMatch_RTG^> C^otM atch.RTH^)

Figure 6.18: The Default M atching Network

these two networks.

One of the feature of BGP4 is to prevent loops occurring while a router learns 

a path anti readvertises the path to its peers. This feature is done by the find-niy-AS 

network shown in Figure 6.20. The a ttrib u te  In_ASPath is matched against My_AS 

which is the AS number where the router belongs to. The E-node My_AS_InPath 

evaluates the matching. If My_AS J n P a th  is fired, it prevents the incoming route to 

be considered.
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C ^ D e f a u k ^ )

Figure 6.19: The Default Network

f

Q i y J p

Figure 6.20: The F ind  My AS Network 
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t t t
C^No_Router^)(^ R o u te r lJ ^ )  C ^ ^ o u te r 2 ^ )

(^AH_RouterT)

Figure 6.21: T he All Routers Network 

6.5 .2  Build the B est P ath  N etw orks

For each destination router, there  is a t least one best route associated with 

one of the peers of the host router. Even* incoming route is examined to  against 

the current best path. Refering to F igure 6.4. the best path connection between a 

destination router and a  neighbor peer m ay be changed from time to tim e if a new 

path  is picked up as the best path  based on the decision making criteria. There are 

two situations for a path becoming the best path  for a destination router:

1 . a path  carries a new orienting router, or

2 . the incoming path is better than  the  current best path.

In order to identify the originating rou ter is new to the host router, the find-router- 

X network is used to identify the orig inating  router which is noted as an E-node 

In_Origin as shown in Figure 6.22. Initially, the all-routers network is constructed 

with the two E-nodes, All_Routers and No_Router. only. Each time a new originating 

router is discovered, the new router is added into the all-routers network as illus­

tra ted  in Figure 6.21. Adding a new ro u te r into the all-routers network is done by
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Figure 6.22: T he Find R outer X Network

t

Figure 6.23: The Construct Router X Network
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CConstruct(Best^^> Ch^otLGWeightX^) 

(JE^riginX) C WrightX^X —

C^fa-WeighT^) (jtest_Weight^) CNotEQ_Origin)(,

Figure 6.24: The Largest Weight X Network

t JL
C^EQ-OriginX^ (^NmEQ_OriginX^

Cjn^M askOrlDX^) Cgest_MaskOrIDX^>

C j n j O r ig in S ^ )  (jk s^ ID M a sk j^ ) C jk st_N etID X ^ )

Figure 6.25: The Equal Origin X Network

the construct-router-X  network as shown in Figure 6.23.

For the best path selection in this case study, there are a ttribu tes: weight, lo­

cal preference, and AS-path which are considered. According to the decision making 

sequence, refering to Section 6.1.2. the weight is considered initially. Next, the local 

preference is the second and the AS-path is the third place to be considered. Fig­

ure 6.24 illustrates how a path  with a larger weight is selected. The best-X network 

is constructed or modified only when the originating rou ter is the same as the best 

origin X. To detect the same origin router is done by the  equal-origin-X network as
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t t
CConstruct(Bes^)^) CfnlNotLGLocPrefX

C jn^Q W eigh^) Cj^LGLocPre^) CjnlEQLocPre^>

<^Jn_LocPref^) C^est_LocPre^)

Figure 6.26: The Largest Local Preference X Network

t
C^Cons truct(BestX)^)

t
Cjn5 QLocPrefX̂ > C^^hortPathX^) <J^tShortPathX>

In_ASPath^) CBest_ASPathX^)

Figure 6.27: The Shortest AS Path X Network 

shown in Figure 6.25.

If the largest weight is failed, the path is dropped out with no further 

consideration. If the two weights are the same, then the local preference is con­

sidered to compare to the best-local-preference-X as shown in Figure 6.26. In this 

network, the activation of the E-node Construct(Best_X) is restricted by the E-node 

In-EQWeightX.

If the largest local preference is failed, the path is dropped out with no 

further consideration. If the two local preferences are the same, then the AS path
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f
C j t e s t _ D e f X ^ ) f  < j e s t _ N e t I D X ^  C ^ J D M a s k j T )  |

CBest_Weigĥ )̂ CBest_LocFrê )̂ CBê PathASX̂ )

Figure 6.28: The Best X Xetwork

is considered to com pare to the best-As-path-X  as shown in Figure 6.27. In th is  

network, the activation of the E-node Construct(Best_X) is restricted by the E-nocIe 

In_EQASPathX. The best-X network is shown in Figure 6.28. The script B estX  

instructs how to update  the link for the destination router to the best neighbor peer.

6.5.3 Build th e  Second B est P ath  N etw orks

The second best path  inform ation which is added into the routing networks is 

a feature for this case study only in order to dem onstrate how an alternative ro u tin g  

option can be im plemented using LSCAX. As same as the best path  selections, th ere  

are two conditions for a path  to  be the second best path:

1. a path is not the best path and there are only two paths for an orienting routeT. 

or

2 . the incoming path  is b e tte r than the current second best path.

The first path a ttrib u te  consideration is the weight. As shown in Figure 6.29, tlie  

weight was failed in the largest weight network is the condition of selecting the second 

largest weight. If the weight is larger than the current second largest weight, the p a th
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CConstruct(Secon^X)^>

Cjn^LLGWeigh^) C j^cW eightX > CjjlJQSecWeightX

CSecond,Weighty CNaEQ.Qrigj^)

Figure G.29: The Second Largest Weight X Network

I
CConstructf SecondX)^)

4n^otLGL(xPreK^\CT^SecLocPre^) ClnlEQSecLocPrefX

CjaJEQSecWeightX^) (^In_LocPreF^) C^econd_LocPre^)

Figure 6.30: The Second Largest Local Preference X Network

is selected as the second best path . If the weight is sm aller than the current second 

largest weight, the path  is no longer considered. If the weight is equal to the current 

second largest weight, then the local preference is further considered.

Figure 6.30 illustrates how the path  is selected as the second best path  based 

on the local preference a ttrib u te . If the local preference is larger than  the current 

second largest local preference, the path  is selected as the second best path. If the 

local preference is sm aller than  the current second largest local preference, the path  

is no longer considered. If the local preference is equal to the current second largest
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Construct(SecondX)

t
4n_NotShortPathX^) \  C^Jn_SecShortX^) Cjr^otSecShortX^)

Ct^EQSecLocPre^^ Cjn^ASPatfT^) C^econd_ASPathX )̂

Figure 6.31: The Second Shortest AS Path X Network

t t
C^Second_UnDefX ^ ) j  C §econd_LocPre^ ^) j  

C^Serand_W eightX^) C^Second_ASPathX

C^Second_X

Figure 6.32: The Second Best X Network

local preference then the AS path  is further considered.

Figure 6.31 illustrates how the path is selected as the second best path 

based on the AS path  a ttribu te . The path  with a shorter AS path is selected as the 

second best path. Otherwise, the second best path  is not changed. The second-best-X 

network is shown in Figure 6.32. The script SecondX instructs how to update  the 

link for the destination router to the second best neighbor peer.
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6.6 Summary

This chapter introduced a case study  for applying LSCAX networks to  the 

BGP4 network routing protocols. This case study explored the requirem ents for 

building LSCAX networks to  perform the  routing tasks without external processing. 

This means th a t all LSCAX subnetworks can self-support required functionalities, 

which include calling external procedures to  implement some specific com putations, 

establishing subnetwork nodes and connections through some external specification 

scripts, and even creating a new subnetwork through some external scripts for defini­

tions. All of these kinds of functionalities are embedded in the processing of the nodes. 

Based on the given networks, the main required subnetworks were provided. Those 

subnetworks form the entire networks for any one BGP4 router. A small am ount of 

learning or training is required on the routing  subnetwork as shown in Figure 6.4.

The main differences between the networks built for the BGP4 routing pro­

cessing and for the hand-printed digit classifications are in two aspects. The first 

aspect is the learning processing. In the hand-printed digit classification networks, a 

massive learning processing is involved. In the routing processing networks, learning 

processing happens only on a  small portion of the entire subnetworks. The learning 

processing is more direct compared to the hand-printed digit classification networks. 

The second aspect is the structu re  of the subnetworks. T he hand-printed digit classifi­

cation networks contain more uniformed subnetworks. PDM s and classification nodes 

are created in an identical way. Conversely, the subnetworks for the BGP4 routing  

networks are more unique than  the others. Subnetwork nodes creation benefits from 

the guidance of external scripts.
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C H A P T E R  7 

CO N CLU SIO N A N D  F U T U R E  W ORK

This research was m otivated by providing solutions to symbolic processing 

with learning and distributed com puting capability. Furtherm ore, the proposed net­

works should m aintain the structures of causal relations between symbolic entities. 

Symbolic entity  composition and decom position are also facilitated. LSCAX networks 

are representations of knowledge formalisms expressed in Section 3.1. \'ariab le  bind­

ings are embedded into the knowledge formalism expressions, therefore, they are 

represented in LSCAX networks.

The activation function of the LSCAX networks is a general purpose eval­

uation function. The activation function can derive a decision making with any 

com bination of rigid-logic and soft-logic from the input nodes. At the ou tpu t level, 

the streng th  of a decision making can be m aintained as a soft-logic or a rigid-logic. 

In feed-forward learning techniques. LSCAX networks can be structured using dual­

input connections for each input node in order to extend the learning techniques. 

Using these extended feed-forward learning techniques discussed in C hapter 4. more 

applications can be explored. For example, sequential learning can gain advantages 

from these extended feed-forward learning techniques.

Sim ilarity between any two symbolic entities can be measured using the 

LSCAX activation function, if the two symbolic entities have sim ilar inputs. Re-
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ferring to Figure 3.3, while the ou tpu t strength is above 0.6, the ou tpu t strength  

m aintains a linear relation with the input effect. The output streng th  drops sharply 

while the ratio  -fj ,  refer to Equation 3.2, is lower than 0.62. This implies the linearity 

of the similarity is maintained with the ratio  above 0.62.

7.1 Summary o f Case Study R esults

In C hapter 5, the LSCAN networks implemented classification for the NIST 

hand-printed digit images. The experim ents showed th a t the LSCAN networks were 

capable to achieve the goal of the recognition task. However, compared to the exper­

iment results from the PARADISE networks as shown in Table 7.1 using Gaussian 

filters and all of the 3,471 digit images, the LSCAN networks generated a larger 

number of classes. For example, at the level of the accuracy of 71 %. the LSCAN 

networks created 819 classes. This is 14.89 times of 55 classes as shown in Table 7.1. 

The possible reason is th a t under the values of the control param eters, the LSCAN 

networks could not make more pattern  sharing among different numerals. At the 

same time, there were many patterns shared by different meta-classes, which lead 

to lower accuracy. However, the LSCAN networks needed only to  be trained one 

time. At the second training pass, there were no new classes created. At the same 

time, the accuracy ratio was improved. The rule-guided classification showed another 

im portant benefit of the LSCAN representation strategy. The experim ents showed 

th a t the LSCAN networks were able to perform the classification task. W hen the 

supporting algorithms in the rule-guided classifications are improved, the LSCAN 

networks a tta in  better performance directly from the cognitive rules even if the rules 

are imperfect.
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The main problem in the pattern-based classification is the sharing problem. 

The LSCAN networks used many patterns shared between different numerals. This 

problem causes the hypothesis test failure which leads to more classes. There are 

three ways to enhance the results of classification:

•  In the experiments of pattern-based classification, new patterns were created 

only when a new class was created. In this situation , a pattern  may be not 

the best patte rn  to represent the pattern  extracted from the feature planes. 

If all new patterns are created once they are detected, even there is no new 

class discovered. Later, a new class is created with more representable patterns 

which leads to higher accuracy. Therefore, the num ber of created classes is also 

reduced.

•  L'sing cognitive rules which identify an input digit image for specific group tags 

on each created pattern  can be evaluated. A patte rn  represents the extracted 

pattern from the feature planes only if the tag of a pattern  is in the same group 

of the input digit image. In this way, a pattern is more accurate to represent 

the extracted pattern  from the feature planes. Therefore, it reduces the number 

of classes.

•  A method is to use tags for the created patterns as the previous method does, 

however, the differences are using global sim ilarity tests instead of rules. A 

global sim ilarity test is applied to each input digit image in order to identify 

the group of the input digit image. While a new pattern  is created, a group 

tag is added to the new pattern. In order to increase the accuracy, the pattern 

represents the extracted pattern from the feature planes only when these two 

patterns have the same tag.
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Table 7.1: Som e Experim ents Results from PARADISE

Num ber of classes Classes per metaclass Accuracy (%)

55 5.5 71.2

78 7.8 67.3

125 12.5 81.5

The three suggested m ethods can lead to better results with higher accuracy and 

lower number of classes.

The case study in ch ap ter 6  showed a different aspect of using and develop­

ing LSCAN networks. This case study explored the needs for establishing LSCAN 

networks to implement netw ork routing tasks. Some new features and requirements 

such as external function calLs and script-guided network creation were implemented.

7.2 Future Work

LSCAN networks can  be viewed in two aspects. One aspect is the viewpoint of 

connectionist networks. The case study showed in C hapter 5 that hand-printed digit 

classification can utilize a k ind  of connectionist network, which has massive learning 

capability. On the other hand . LSCAN networks can deal with discrete cases such as 

the case study showed in C h ap te r 6 . In discrete cases, learning happens within the 

network entities. Some subnetw orks need to be trained. Based on these two aspects. 

LSCAN networks are beneficial in integrating neural and cognitive approaches, but 

more improvements are possible.
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Capitalizing on the advantages of LSCAN networks, it is worth investigating 

two aspects. One aspect is to seek enhanced learning mechanisms. In a broad view. 

LSCAN networks can ad ap t another learning techniques as in the case of pattern  

learning in Chapter 5. Dealing w ith different problems may involve benefits from 

different learning mechanisms. The architectures of LSCAN networks are suitable for 

these kind of changes. The other aspect is to seek the required mechanisms for ex­

tended system integrations. LSCAN networks handle well for discrete events. Integra­

tion with the other connectionist networks is highly worthwhile. Those connectionist 

networks can be merged with LSCAN networks using different learning mechanisms 

and activation functions. Furtherm ore, the lateral connections and learning may be 

employed to readily achieve these goals.
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A P PE N D IX  A 

B G P 4 R O U TER  CO NFIG URATIO NS
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This appendix lists the configurations for all B G P routers.

R T A #

hostnam e RTA

ip  su b n e t-z e ro

in te r f a c e  LoopbackO 
ip  a d d re ss  201 .2 5 0 .1 3 .4 1  2 5 5 .2 5 5 .2 5 5 .0

in te r f a c e  E therae tO  
ip  a d d re ss  2 0 1 .2 5 0 .1 4 .1  2 5 5 .2 5 5 .2 5 5 .0

in te r f a c e  S e ria lO  
ip  a d d re ss  12 8 .2 0 3 .6 3 .1  2 5 5 .2 5 5 .2 5 5 .2 5 2

r o u te r  osp f 1 0  

r e d i s t r i b u t e  bgp 1 0  m e tr ic  2 0 0 0  su b n e ts  
p a s s iv e - in te r f a c e  S eria lO  
netw ork 2 0 1 .2 5 0 .0 .0  0 .0 .2 5 5 .2 5 5  a re a  0 
netw ork 1 2 8 .2 0 3 .0 .0  0 .0 .2 5 5 .2 5 5  a re a  0 
d e fa u l t - in fo rm a t io n  o r ig in a te  m e tric  2 0 0 0

r o u te r  bgp 1 0  

no s y n c h ro n iz a tio n  
netw ork 2 0 1 .2 5 0 .1 3 .0  
netw ork 2 0 1 .2 5 0 .1 4 .0  
n e ig h b o r 1 2 8 .2 0 3 .6 3 .2  re m o te -a s  20 
n e ig h b o r 1 2 8 .2 0 3 .6 3 .2  rou te -m ap  s e t l o c a lp r e f  in  
n e ig h b o r 2 0 1 .2 5 0 .1 5 .2  rem o te -a s  10 
n e ig h b o r 2 0 1 .2 5 0 .1 5 .2  u p d a te -so u rc e  LoopbackO

ip  c l a s s l e s s
ip  d e fa u lt-n e tw o rk  1 8 0 .1 8 0 .0 .0
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ro u te -m ap  s e t l o c a lp r e f  p e rm it 1 0  

s e t  lo c a l - p r e f e r e n c e  2 0

R T F #

hostnam e RTF

ip  s u b n e t-z e ro

i n t e r f a c e  E therne tO  
ip  a d d re ss  2 0 1 .2 5 0 .1 4 .2  2 5 5 .2 5 5 .2 5 5 .0

i n t e r f a c e  S e r i a l l  
ip  a d d re ss  2 0 1 .2 5 0 .1 5 .1  2 5 5 .2 5 5 .2 5 5 .2 5 2

r o u te r  o sp f 1 0  

netw ork  2 0 1 .2 5 0 .0 .0  0 .0 .2 5 5 .2 5 5  a r e a  0

ip  c l a s s l e s s

R T B #

hostnam e RTB

ip  s u b n e t-z e ro

i n t e r f a c e  Loopbackl 
ip  a d d re ss  2 0 1 .2 5 0 .1 5 .1 0  2 5 5 .2 5 5 .2 5 5 .2 5 2
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interface SerialO
ip address 201.250.15.2 255.255.255.252

i

i n t e r f a c e  S e r i a l l  
ip  a d d re ss  19 2 .2 1 8 .1 0 .6  2 5 5 .2 5 5 .2 5 5 .2 5 2

r o u te r  o sp f  1 0  

r e d i s t r i b u t e  bgp 1 0  m e tric  1 0 0 0  su b n e ts  
p a s s iv e - in te r f a c e  S e r ia l l  
netw ork 2 0 1 .2 5 0 .0 .0  0 .0 .2 5 5 .2 5 5  a r e a  0 
netw ork 1 9 2 .2 1 8 .1 0 .6  0 . 0 . 0 . 0  a re a  0 
d e f a u l t - in f o rm a t io n  o r ig in a te  m e tr ic  1 0 0 0

!

r o u te r  bgp 1 0  

no sy n c h ro n iz a tio n  
netw ork 2 0 1 .2 5 0 .1 5 .0  
n e ig h b o r 192 .2 1 8 .1 0 .5  rem o te -as  30 
n e ig h b o r 1 9 2 .2 18 .10 .5  route-m ap lo c a lo n ly  in  
n e ig h b o r 9 5 .2 0 7 .2 3 .1  rem o te -as  60 
n e ig h b o r 9 5 .2 0 7 .2 3 .1  rou te-m ap lo c a lo n ly  in  
n e ig h b o r 201 .2 5 0 .1 3 .4 1  rem o te -as  10

!

ip  c l a s s l e s s
ip  d e fa u lt-n e tw o rk  192 .218 .10 .0
ip  a s -p a th  a c c e s s - l i s t  1 p e rm it “30$
ip  a s -p a th  a c c e s s - l i s t  2  p e rm it “60$

rou te-m ap  lo c a lo n ly  perm it 1 0  

match a s -p a th  1 

match a s -p a th  2  

s e t  lo c a l - p re f e r e n c e  30

R T C #
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hostnam e RTC

ip  su b n e t-ze ro

in te r f a c e  LoopbackO 
ip  ad d ress  128.203 .63 .130  2 5 5 .2 5 5 .2 5 5 .1 9 2

in te r f a c e  S e r ia l2 /0  
ip  ad d ress  128 .203 .63 .5  2 5 5 .255 .255 .252

i

in te r f a c e  S e r ia l2 /1  
ip  ad d ress  128 .203 .63 .2  2 5 5 .255 .255 .252

r o u te r  bgp 2 0  

netw ork 128 .203 .0 .0
a g g re g a te -a d d re s s  1 2 8 .2 0 3 .0 .0  2 5 5 .2 5 5 .0 .0  summary-only 
n e ig h b o r 128 .203 .63 .1  rem o te -as  10 
n e ig h b o r 128 .203 .63 .1  d i s t r i b u t e - l i s t  1 o u t 
n e ig h b o r 128 .203 .63 .6  rem o te -as  40

ip  c la s s le s s
a c c e s s - l i s t  1 deny 1 7 5 .2 0 1 .0 .0  0 .0 .2 5 5 .2 5 5
a c c e s s - l i s t  1 p erm it any

R T D #

hostnam e RTD

ip  su b n e t-ze ro

in te r f a c e  LoopbackO 
ip  ad d re ss  192 .218.10 .174 2 5 5 .2 5 5 .2 5 5 .1 9 2

!
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interface SerialO/O
ip address 192.218.10.5 255.255.255.252

!

i n t e r f a c e  S e r ia l0 /1  
ip  a d d re ss  1 9 2 .2 18 .10 .2  2 5 5 .2 5 5 .2 5 5 .2 5 2

r o u te r  bgp 30 
netw ork 19 2 .2 1 8 .1 0 .0  
n e ig h b o r 192 .218 .10 .1  re m o te -a s  50 
n e ig h b o r 1 9 2 .2 18 .10 .6  re m o te -a s  10

R T E #

hostnam e RTE

ip  su b n e t-z e ro

in t e r f a c e  LoopbackO 
ip  a d d re s s  1 80 .180 .10 .1  2 5 5 .2 5 5 .2 5 5 .0

in t e r f a c e  S eria lO  
ip  a d d re ss  1 7 5 .2 01 .10 .2  2 5 5 .2 5 5 .2 5 5 .2 5 2

in t e r f a c e  S e r i a l l  
ip  a d d re ss  128 .203 .63 .6  2 5 5 .2 5 5 .2 5 5 .2 5 2

r o u te r  bgp 40 
netw ork 1 8 0 .1 80 .10 .0
a g g re g a te -a d d re s s  1 8 0 .1 8 0 .0 .0  2 5 5 .2 5 5 .0 .0  summary-only 
n e ig h b o r 1 2 8 .2 03 .63 .5  re m o te -a s  20 
n e ig h b o r 175 .201 .10 .1  re m o te -a s  50 
n e ig h b o r 9 5 .2 0 7 .2 3 .4  re m o te -a s  60 
n e ig h b o r 9 5 .2 0 7 .2 3 .4  ro u te -m ap  s e t l i s t  o u t
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ip  c l a s s l e s s
a c c e s s - l i s t  1 deny 1 7 5 .2 0 1 .0 .0  0 .0 .2 5 5 .2 5 5
i

route-m ap s e t l i s t  p e rm it 1 0  

m atch ip  a d d re ss  1

R T G #

hostname RTG

ip  su b n e t-z e ro

in te r f a c e  LoopbackO 
ip  ad d ress  1 7 5 .2 0 1 .1 0 .1 7 4  2 5 5 .2 5 5 .2 5 5 .1 9 2

in te r f a c e  S e ria lO  
ip  ad d ress  1 9 2 .2 1 8 .1 0 .1  2 5 5 .2 5 5 .2 5 5 .2 5 2

in te r f a c e  S e r i a l l  
ip  ad d ress  1 7 5 .2 0 1 .1 0 .1  2 5 5 .2 5 5 .2 5 5 .2 5 2

r o u te r  bgp 50 
netw ork 1 7 5 .2 0 1 .1 0 .0
a g g re g a te -a d d re s s  1 7 5 .2 0 1 .0 .0  2 5 5 .2 5 5 .0 .0  summary-only 
n e ig h b o r 1 9 2 .2 1 8 .1 0 .2  re m o te -a s  30 
ne ig h b o r 1 9 2 .2 1 8 .1 0 .2  send-com m unity 
ne ig h b o r 1 9 2 .2 1 8 .1 0 .2  ro u te -m ap  setcom m unity out 
ne ig h b o r 1 7 5 .2 0 1 .1 0 .2  re m o te -a s  40

!

ip  c la s s l e s s
a c c e s s - l i s t  1 p e rm it 1 7 5 .2 0 1 .0 .0  0 .0 .2 5 5 .2 5 5
a c c e s s - l i s t  2  p e rm it any
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!a c c e s s - l i s t  101 p e rm it ip  1 7 5 .2 0 1 .0 .0  0 .0 .2 5 5 .2 5 5  h o s t  2 5 5 .2 5 5 .0 .0
j

rou te -m ap  setcom m unity p e rm it 1 0  

m atch ip  ad d ress  1 

s e t  community n o -e x p o rt

rou te -m ap  setcom m unity p e rm it 2 0  

m atch ip  ad d re ss  2

R T H #

hostnam e RTH

ip  su b n e t-z e ro

in t e r f a c e  LoopbackO 
ip  a d d re ss  9 5 .2 0 7 .2 3 .3 7  2 5 5 .2 5 5 .255 .248

in t e r f a c e  S eria lO  
ip  a d d re ss  9 5 .2 0 7 .2 3 .1  2 5 5 .2 5 5 .255 .252

in t e r f a c e  S e r i a l l  
ip  a d d re ss  9 5 .2 0 7 .2 3 .4  255 .25 5 .2 5 5 .2 4 8

r o u te r  bgp 60 
netw ork 9 5 .2 0 7 .2 3 .0
a g g re g a te -a d d re s s  9 5 .2 0 7 .0 .0  2 5 5 .2 5 5 .0 .0  summary-only 
n e ig h b o r 9 5 .2 0 7 .2 3 .2  rem o te -as  10 
n e ig h b o r 9 5 .2 0 7 .2 3 .5  rem o te -a s  40 
n e ig h b o r 9 5 .2 0 7 .2 3 .5  rou te-m ap lo c a lo n ly  in

i

ip  c l a s s l e s s
ip  a s -p a th  a c c e s s - l i s t  1 p e rm it “40$
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rou te -m ap  lo c a lo n ly  p erm it 1 0  

m atch a s -p a th  1
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Local Preference Default: 100 
Metric Default: 0
Weight Default: 32786 for paths that the router originates and 0 for all others paths. 
S tatus: * — valid. > —best. — second. A — d e fa u l t . ! — droj)
AS-Path: i — internal

RTA: D efault N etw ork 180.180.0.0

Origin Network Next Hop Loc. Pref. Weight Metric AS-Path
RTA > 201.250.13.0/24 0 .0 .0 .0 32768 0 i
RTA > 201.250.14.0/24 0 .0 .0 .0 32768 0 i
RTA !* 201.250.13.0/24 RTC 2 0 0 0 0 2 0  10

RTA !* 201.250.14.0/24 RTC 2 0 0 0 0 2 0  10

RTB > 201.250.15.0/24 RTB 100 0 0 i
RTB !* 201.250.15.0/24 RTC 100 0 0 20 40 60 10
RTC > 128.203.0.0/16 RTC 2 0 0 0 0 2 0

RTC !@ 128.203.0.0/16 RTB 300 0 0 10 60 40 20
RTD > 192.218.10.0/24 RTB 300 0 0 10 30 i
RTD !<cr 192.218.10.0/24 RTC 2 0 0 0 0 20 40 50 30
RTE !a@ 180.180.10.0/16 RTB 300 0 0 10 60 40 i
RTE > A 180.180.10.0/16 RTC 2 0 0 0 0 20 40
RTH > 95.207.23.0/24 RTB 300 0 0 10 60 i
RTH !<a 95.207.23.0/24 RTC 2 0 0 0 0 20 40 60
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RTB: D efault N etw ork 192.218.10.0

Origin Network Next Hop Loc. Pref. Weight Metric AS-Path
RTA > 201.250.13.0/24 RTA 100 32768 0 i
RTA > 201.250.14.0/24 RTA 100 32768 0 i
RTA !* 201.250.13.0/24 RTD 100 0 0 30 50 40 20 10
RTA !* 201.250.14.0/24 RTD 100 0 0 30 50 40 20 10
RTA !* 201.250.13.0/24 RTH 100 0 0 60 40 20 10
RTA !* 201.250.14.0/24 RTH 100 0 0 60 40 20 10
RTB !* 201.250.15.0/24 RTD 300 0 0 30 10
RTB !* 201.250.15.0/24 RTH 300 0 0 60 10

RTC > 128.203.0.0/16 RTA 2 0 0 0 0 10  2 0  i
RTC !* 128.203.0.0/16 RTD 300 0 0 30 50 40 20
RTC !(qj 128.203.0.0/16 RTH 300 0 0 60 40 20
RTD >  A 192.218.10.0/24 RTD 300 0 0 30
RTD !a 192.218.10.0/24 RTA 300 0 0 10 20 40 50 30
RTD !@ 192.218.10.0/24 RTH 300 0 0 60 40 50 30
RTE !* 180.180.10.0/16 RTA 2 0 0 0 0 10  2 0  40 i
RTE > 180.180.10.0/16 RTH 300 0 0 60 40
RTE !@ 180.180.10.0/16 RTD 300 0 0 30 50 40
RTH > 95.207.23.0/24 RTH 300 0 0 60
RTH !* 95.207.23.0/24 RTA 2 0 0 0 0 10 20  40 60 i
RTH !<a 95.207.23.0/24 RTD 30C 0 0 30 50 40 60
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RTC: D eny 175 .201 .0 .0 /16  out to  RTA

Origin Network Next Hop Loc. Pref. Weight Metric AS-Path
RTA > 201.250.13.0/24 RTA 1 0 0 0 0 10

RTA > 201.250.14.0/24 RTA 1 0 0 0 0 10

RTA !@ 201.250.13.0/24 RTE 1 0 0 0 0 10 60 40 i
RTA !@ 201.250.14.0/24 RTE 1 0 0 0 0 10 60 40 i
RTB > 201.250.15.0/24 RTA 1 0 0 0 0 10

RTB !@ 201.250.15.0/24 RTE 1 0 0 0 0 40 60 10
RTC !* 128.203.0.0/16 RTA 1 0 0 0 0 10  20

RTC !* 128.203.0.0/16 RTE 1 0 0 0 0 40 20
RTD > 192.218.10.0/24 RTA 1 0 0 0 0 10 30 i
RTD !(ci> 192.218.10.0/24 RTE 1 00 0 0 40 50 30
RTE > 180.180.10.0/16 RTE 1 00 0 0 40
RTG !* 175.201.10.0/16 RTE 1 0 0 0 0 40 50
RTH !(d) 95.207.23.0/16 RTA 1 00 0 0 10 10 60 i
RTH > 95.207.23.0/16 RTE 1 0 0 0 0 40 60
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RTD:

Origin Network Next Hop Loc. Pref. Weight Metric AS-Path
RTA > 201.250.13.0/24 RTB 1 0 0 0 0 10  i
RTA > 201.250.14.0/24 RTB 1 00 0 0 10  i
RTA !@ 201.250.13.0/24 RTG 100 0 0 50 40 20 10
RTA !@ 201.250.14.0/24 RTG 1 00 0 0 50 40 20 10
RTB > 201.250.15.0/24 RTB 100 0 0 10

RTB !@ 201.250.15.0/24 RTG 100 0 0 50 40 60 10
RTC > 128.203.0.0/16 RTB 100 0 0 1 0  2 0  i
RTC Ky> 128.203.0.0/16 RTG 100 0 0 50 40 20
RTD !* 192.218.10.0/24 RTB 100 0 0 10 30
RTD !* 192.218.10.0/24 RTG 100 0 0 50 30
RTE !@ 180.180.10.0/16 RTB 100 0 0 10 10 20 40
RTE > 180.180.10.0/16 RTG 10 0 0 0 50 40
RTG > 175.201.10.0/16 RTG 100 0 0 50
RTH > 95.207.23.0/16 RTB 100 0 0 10  60
RTH !@ 95.207.23.0/16 RTG 100 0 0 50 40 60
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R T E :

Origin Network Next Hop Loc. Pref. Weight Metric AS-Path
RTA > 201.250.13.0/24 RTC 100 0 0 2 0  10

RTA > 201.250.14.0/24 RTC 100 0 0 2 0  10

RTA !* 201.250.13.0/24 RTG 100 0 0 50 30 10 i
RTA !* 201.250.14.0/24 RTG 100 0 0 50 30 10 i
RTA !@ 201.250.13.0/24 RTH 100 0 0 60 10 i
RTA !@ 201.250.14.0/24 RTH 100 0 0 60 10 i
RTB !'oo 201.250.15.0/24 RTC 100 0 0 2 0  10 i
RTB !* 201.250.15.0/24 RTG 100 0 0 50 30 10
RTB > 201.250.15.0/24 RTH 100 0 0 60 10

RTC > 128.203.0.0/16 RTC 100 0 0 2 0

RTC !* 128.203.0.0/16 RTG 100 0 0 50 30 10 20
RTC !@ 128.203.0.0/16 RTH 100 0 0 60 10 2 0  i
RTD !* 192.218.10.0/24 RTC 100 0 0 20 10 30 i
RTD > 192.218.10.0/24 RTG 100 0 0 50 30
RTD !«S 192.218.10.0/24 RTH 100 0 0 60 10 30
RTE !* 180.180.10.0/16 RTC 100 0 0 20 40
RTE !* 180.180.10.0/16 RTD 100 0 0 50 40
RTE !* 180.180.10.0/16 RTH 100 0 0 60 40
RTG > 175.201.10.0/16 RTG 100 0 0 50
RTH > 95.207.23.0/16 RTH 100 0 0 60
RTH !<S 95.207.23.0/16 RTC 100 0 0 20  10 60 i
RTH !* 95.207.23.0/16 RTG 100 0 0 50 30 10 60
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R T G :

Origin Network Next Hop Loc. Pref. Weight Metric AS-Path
RTA > 201.250.13.0/24 RTD 100 0 0 30 10 i
RTA > 201.250.14.0/24 RTD 100 0 0 30 10 i
RTA !@ 201.250.13.0/24 RTE 100 0 0 40 20 10
RTA !@ 201.250.14.0/24 RTE 100 0 0 40 20 10
RTB > 201.250.15.0/24 RTD 100 0 0 30 10
RTB 201.250.15.0/24 RTE 100 0 0 40 60 10
RTC 1(0) 128.203.0.0/16 RTD 100 0 0 30 10 10 20
RTC > 128.203.0.0/16 RTE 100 0 0 40 20
RTD > 192.218.10.0/24 RTD 100 0 0 30
RTD !(o) 192.218.10.0/24 RTE 100 0 0 40 60 10 30
RTE !@ 180.180.10.0/16 RTD 100 0 0 30 10 60 40
RTE > 180.180.10.0/16 RTE 100 0 0 40
RTG !* 175.201.10.0/16 RTD 100 0 0 30 50
RTG i* 175.201.10.0/16 RTE 100 0 0 40 50
RTH !@ 95.207.23.0/16 RTD 100 0 0 30 10 60
RTH > 95.207.23.0/16 RTE 100 0 0 40 60
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RTH:

Origin Network Next Hop Loc. Pref- Weight Metric AS-Path
RTA > 201.250.13.0/24 RTB 100 0 0 10  i
RTA > 201.250.14.0/24 RTB 100 0 0 10  i
RTA !(oi 201.250.13.0/24 RTE 100 0 0 40 20 10
RTA !@ 201.250.14.0/24 RTE 100 0 0 40 20 10
RTB > 201.250.15.0/24 RTB 100 0 0 10

RTB !<a 201.250.15.0/24 RTE 100 0 0 40 20 10 i
RTC 1(0) 128.203.0.0/16 RTB 100 0 0 10  2 0  i
RTC > 128.203.0.0/16 RTE 100 0 0 40 20
RTD > 192.218.10.0/24 RTB 100 0 0 10 30
RTD !<Q> 192.218.10.0/24 RTE 100 0 0 40 50 30
RTE !(d) 180.180.10.0/16 RTB 100 0 0 10 30 50 40
RTE > 180.180.10.0/16 RTE 100 0 0 40
RTG !(c§ 175.201.10.0/16 RTB 100 0 0 10 30 50
RTG > 175.201.10.0/16 RTE 100 0 0 40 50
RTH !* 95.207.23.0/16 RTB 100 0 0 10 60
RTH i* 95.207.23.0/16 RTE 100 0 0 40 60
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This appendix shows the routing networks for the routers: RTB, RTC, RTD, 
RTE, RTG, and RTH. These routing networks are shown in Figures C .l, C.2, C.3, 
C.4. C.5, and C.6 . At routing time, the destination m atching networks foi the routers 
RTC, RTD, RTE, RTG, and RTH are shown in Figures C.7, C.8 , C.9. C.10. and C . l l .

Default

MatchNet_RTATy\ CMatchNet_RTB^)\ (^MatchNet_RTE^> ICM^h_DefaultT^)\

(MatchNet_RTA2> (^MatchNet_RTC^) <^atchNet_RTH^) CMat^_DefauuT>

All inbound links are OR links 

Figure C .l: The RTB R outing Network
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MatchNetMatchNet.MatchNet:_RTa T3 \  C^a CMatchNet_RTG^)

(MatchNet_RTA2) CMatchNet_RTC^) <^a^hNet_RTE^) (M ^ hN et j m T )  

All inbound links are OR links 

Figure C.2: The RTC Routing Network

^Ma^hNet_RTA?\ (^atchNet_RTB^)\ (^Mat^Net_RTD^/ CMatcgNet_RTC^)

^atchNet_RTA2> CMatchNet_RTC^) CMatchNet_RTC^ CMatchNet_RTH^) 

All inbound links are OR links 

Figure C.3: The RTD Routing Network
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^tohN et_R T A [3\ (^M^chNet RTB^) \  C '^ h N e t j m T )  \  CMatchNet_RTC)

( J ta ^ e tJ * T A 2 )  CM^chNetRTC^) (^M^chNet_RTE^) (^MatchNet_RTO^) 

All inbound links are OR links 

Figure C.4: The RTE Routing Network

N R T G

CMa^hNet_RTA^) \^^M aichNet_RTB^)\^^ (^MatchNet_RTO^) ^  (^MatchNet_RTC^)

(MatchNet_RTA2) ( ^ c h N e L R T ? )  (^atchNet_RTE^) <MatchNeLRTH>

All inbound links are OR links

Figure C.5: The RTG Routing Network
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MatchNet_RTAy\ (MatchNet_RTO^\ CMatchNet_RTD ^  | (^MatchNet_RTcP) /

CMatchNet^RTA2 )̂ (^MatchN et_RTC^) (^MatchNe(_^TC^) (^MatchNet_RTH )̂

All inbound links are OR links 

Figure C.6: The RTH Routing Network

f f
CNotMatch_RTC^> CMatchNet^RTC^

C N e t l l2 8 .2 0 m 0 >  CMasked_DesRTC>

Mask RTC )  C Des NetID

Figure C.7: The RTC Destination Matching Networks
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CNotMatch_RTD^> CMatchNet_RTD

C ^etJ92.218iofl>  C^^ked_DesRTO>

CMask_RTO^> Cj>s_NetILP>

Figure C .8 : The RTD D estination M atching Networks

t f
CNotMatch_RTE^> CMatchNet_RTE^>

C ^ e tJ  80 .18o7lOQ> CMaskcd_DesRTE>

CMask_RTE^> Cpes_NetID^)

Figure C.9: The RTE D estination M atching Networks

t t
CNotMatch_RTC^ CMatchNet_RTG>

CN eM 75.20U 0^) C^^ked_DesRTG>

Mask RTG C Des NetID

Figure C.10: The RTG Destination M atching Networks
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T f
CNotMatch_RTH^ CMatchNetjRTH^)

CNet_95.207.23Xp> <^asked_DesRTH>

C^Mask RTH^ )  <^pes_NetID^>

Figure C .ll:  The RTH D estination M atching Networks
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This appendix displays all 3471 hand-printed digits sorted in numerical orders.

9 9 9 9 9  9 1 9 ? 1 9 9 1 9 9  9 9 'f f  

7 9 ? 9 ? ?  9 9 1 f 9 f 9 9 9 4 1  1 1
9 S f

9  ?  ? 9 8 q d Q C ! q q q 9 S q q 9 9
9 9 ?

M f H  

? » ? 1  1 9 9 9 9 9 9 9 9  9 9  9

Figure D .l: Digit 9 with 339 Images
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8 2  8  8 2 %

P S i f Z 8 ? & * 8 2 ,& 2 2 2  8 83% 
3 2 8 2 2 3 2  8 2 2 2 2 2 2 2 8 8 8 8  
8 8 8 t i t i i 8 i 2 2  i i 8 8 2 3 3 2  
9  2  8 8  2  J  f  ?  ?  8  1  t  B  ^ 7  2  B T S  
9 B 8 S © f t ® 8 8  Q8 S 8 8 8 2 3 2  8 
3 8 2 2 2 2 2 2 2  2 8 9 2 3 2 3 f t ?  
3 9 8 2 2 8 2 2 2 2 2 t f 2 f f 2 S 2 
S 2 ? 2 t r f 2 ? g f 2 2 2 V 8 8 2 S  

2  ?  ?  2  2  r f P P f ' & p r P P P t ' t i ' f  
v e f g t z i r t t  I H H T f  f t p  
2 (r 9 S g t  t i  ( i  t € 2 8 # 2 t % 2
1 i 2 ^ 2 2 2 2 ' i 2  8 2 8 8 8 8 S B 8
2 $  £ t t g  2 8 2 8 8 8 9 9  2 2 8  2  2

Figure D.2: Digit 8  w ith 304 Images
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7
7 7 7 1 7 1 7 7 1 7 
7 7 7 7 7 7  -77 7 7
7

7 7 7 7 7 7 7 7 7

i 7 7 7  7 r m , m ’n m f n 7  ? 
7 7 7 7 7 7 7 7 7 7  * * 7 7 1 7 7 7 7 7  
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7  7

7  7  7  H  H 7 7 7 7 7  ? 7 7 7 T  7 7

7 7 7 7 7 7 7 7 7 7 * 7 7 7 7 7 7 * 7  
7 7 7 7 7 7 7 7  7 7 7 7 7 7 1 1 7 1 1  
7 7 7 7  7 7 7 7 7 7 1 7 7 7 7 7 7 7 7  
n n i n  i n  7 7 7 7 7 / 7 7  7 7 7  7 
7 7 7 7 7  7  7  7  7 7 7 7 7 7  7 7 7  7  7 
7 7 7 7 7

Figure D.3: Digit 7 with 347 Images
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4 6 6 6 4 6 6 *  6 6 4 6 4 6 6 6 6 6 6  
4 6  L + 6 6 4  4 6 i  4 6 £ 6 C 4 6 6 6 
6 6 6 6 6 4 6 6 6 4 4 6 6 4 ( 6 6 6  6 
t l 6 6 6 6 f c 6 6 6 6 6 6 . 6 6 6 6 6 6  
6 6 6 6 6 6 6 ^ 6 6 6 4 6 6 6 6 6 6 6  
£ 6 4  6 4  4 6 6 6   ̂ 6  4 ^ 6 6 6 6 6 6  

6 6 U 6 4 4 U  U C 6 U U U  

6 6 6  6  6 66( p6( »6( »66£( pf a i f i l c
l o k U b U ^ U  6 6 6 6 6 6 6 6 6 6 6 6  
6 6 6 6 6 6 6 4 6 6 6 4 4 6 6 6 6 6 6  
6 6 6 6 6 6 6 € 6 6 6 » 6 6 6 6 6 6 6
6  6 6 6 6 6 6 4 6 4 4 4 6 6 6 6 6 6 4  
6 { £ , ( , 4 6 6 6 6 4 6 6 4 6 6 4 6 6 6  
6 6 6 6 6 6 6 4 6 4 6 6 4 6 6 6  6  6 6  
6 6 6 6 6 6 6 6 6  /  6 6 6 6 6 6 6 6 6  
6 6 6 6 6 6 6 1 6 S 6 6 6 4 6 4 6 6 6  
6 6 f e t ( * f c ( . & 6 6 4 6 6 C t 6 6 6 6  
6 6 6 6 6 6 6 6 6 6 6 ^ 6 6 6 6 6 6 6  
6 6 6 6 6 6 6 6 6 6 * * 4 4 6 * 4 6 6  
4 6 6 6 6 6 6 6

Figure D.4: Digit 6  with 369 Images
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5 5 •s s sS s s 5 4 - r *r £ 5 S r 5  ^
s S 5 s S S r s 5 5 s S ' S £ S s 5 5 5
s s s~5 s r b r 4 ' 5* s s £ s s S r r
<r 5 S S S S ' s 6 5 £ s s £ £ £ £ s~ 5  5
5 £ * 5 r s s X 5 s 6 H 5 5 5 s 5 5 5 *
5 x S 6 S' s S 5 X 5 r r r 5 r j r
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Figure D.5: Digit 5 w ith  209 Images
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Figure D.6 : Digit 4 w ith 331 Images
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Figure D.7: Digit 3 with 384 Images
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